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bstract

A fast, sensitive and selective method for the determination of aluminium based on the reaction of the metal with pyrogallol red (PR) in the
resence of tetrabutylammonium tetrafluoroborate (TBATFB) to form an Al(PR)3x9TBATFB complex which is adsorbed on the mercury electrode
s presented. Under these conditions complexation of aluminium is rapid and no waiting period or heating of the sample is required. The reduction
urrent of the accumulated complex is measured by scanning the potential in the cathodic direction. The variation of peak current with pH,
dsorption time, adsorption potential, ligand and quaternary ammonium salt concentration, and some instrumental parameters, such as stirring
ate in the accumulation stage, and step amplitude, pulse amplitude and step duration while obtaining the square wave voltamperograms were

−1 −1
ptimized. The best experimental parameters were pH 8.5, (NH4Ac–NH3 buffer), CPR = 25 �mol L , CTBATFB over 75 �mol L , tads = 60 s, and
ads = −0.60 V versus Ag/AgCl. A linear response is observed over the 0.0–30.0 �g L−1 concentration range, with a detection limit of 1.0 �g L−1.
eproducibility for 9.0 �g L−1 aluminium solution was 2.3% (n = 6). Synthetic sea water and sea water reference material CRM-SW were used

or validation measurements. Aluminium in urine samples of a volunteer who ingested 800 mg of Al(OH)3 was analyzed.
2007 Elsevier B.V. All rights reserved.
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. Introduction

Aluminium occurs ubiquitously in the environment, in the
orm of salts and oxides. Aluminun is not an essential element
n humans, and it has been linked with a number of disorders in

an including Alzheimer’s disease, Parkinson’s dementia and
steomalacia. However, the potential contribution of aluminium
n Alzheimer’s disease and related disorders is not resolved.
ome studies have found an increase of this element in the brain
1–4], whereas others have not [5–8]. On the other hand, several
pidemiological studies have associated aluminium in drinking
ater with the incidence of Alzheimer’s disease [9–13]; other

tudies have not found significant associations with similar lev-

ls of aluminium concentration [14–17]. On the other hand,
he bioavailability of aluminium from water and foods is low.
tudies of the relative bioavailability of aluminium naturally
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resent in aluminium treated dinking water were determined in
ealthy volunteers with normal renal function who consumed
.6 L per day with 140 �g L−1 aluminium. The bioavailability
f aluminium from this treated water was 0.37%, similar to that
orm food (0.28–0.64%) [18].

Aluminium exhibits a complex chemistry in natural waters.
olution pH and the presence of fluoride, silicon, iron and natural
helating agents in the water may all influence the speciation of
luminium and consequently its bioavailability. Trivalent Al3+

nd the hydrolyzed ions Al(OH)2+ and Al(OH)2
+ represent the

pecies of principal concern, with organically bound Al and
olymeric forms considered far less toxic [19].

Sensitive, selective and accurate methods are required for
he determination of aluminium in biological and environ-

ental matrices. Electroanalytical techniques have important
dvantages that include speed, high selectivity and sensitivity,

ow detection limit, relative simplicity, and low equipment cost
ompared to other techniques. Of these electroanalytical meth-
ds, stripping voltammetry is the most sensitivity one because
t has a preconcentration step on the electrode surface prior to
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Table 1
List of the adsorptive stripping voltammetric methods have been reported for determination of aluminium

Method Ligand pH Linear range Detection limit Refs.

DPSV Solochrome violet RS 4.5 0–30 �g L−1 0.15 �g L−1 [20]
LSV Solochrome violet RS 5.2 1 × 10−8–8 × 10−7 mol L−1 5.1 × 10−9 mol L−1 [21]

8.5 1 × 10−8–1 × 10−6 mol L−1 3.8 × 10−9 mol L−1

DPAdSV Solochrome violet 4.5 1.4 �g L−1 [22]
Palatine chrome black 6B 7.0 69.0 �g L−1

Chromazul S 7.0 35.5 �g L−1

Erochrome black T 4.5 49.2 �g L−1

AdCSV Solochrome violet RS 8.8 4.5 × 10−9 mol L−1 [23]
DPAdSV DASA 7.1–7.3 1 n mol L−1 [24]
AdCSV DASA 7.1 0.8–30 �g L−1 0.8 �g L−1 [25]
AdCSV Cupferron 7.0 30 ng L−1 [26]
AdCSV Alizarin S 8.2 2.5 × 10−8–3.5 × 10−7 mol L−1 2.5 × 10−8 mol L−1 [27]
AdCSV Morin 7.0 1–15 �g L−1 0.11 �g L−1 [28]
FSDPV Arsenazo III 3.6 0–6 × 10−6 mol L−1 3.7 × 10−8 mol L−1 [29]
LSV Norepinephrine 8.5 4 × 10−6–4 × 10−5 mol L−1 1.8 × 10−6 mol L−1 [31]
S .5–5.0 −1 −1
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of PR ligand and accelerating the complexation. The method
was validated with synthetic sea water and sea water reference
material CRM-SW, and it was also applied to the determina-
WAdSV Cupferron 4.5 0
(1

ecording the voltammogram. The accumulation of metal ions
an occur by electrolysis (anodic stripping voltammetry, ASV)
r by adsorption (adsorptive stripping voltammetry, AdSV) after
omplexation with a surface active ligand. The quantitation of
luminium by ASV is difficult because it is reduced at −1.75 V
ersus Ag/AgCl, close to hydrogen evolution. The presence
f a ligand which forms a complex with aluminium displaces
he potential to more positive values due to adsorption of the
omplex on the working electrode. AdSV is more sensitive than
SV, but the concentration range for its application is more

imited because the surface area of the electrode is saturated and
any ligands are adsorbed, competing with the complex. There

re few reports on the application of adsorptive cathodic strip-
ing voltammetry for the determination of aluminium; they use
olochrome violet RS [20–23], 1,2-dihydroxy-anthraquinone-
-sulphonic acid (DASA) [24,25], cupferron [26], alizarin

[27], morin [28], arsenazo III [29], calmagite [30], and
orepinephrine [31] with hanging mercury drop or mercury
lm electrodes, and recently cupferron [32] with bismuth film
lectrodes (Table 1). A good detection limit was obtained with
olochrome violet RS, but it was necessary to heat the sample
olution for 10 min at 90 ◦C to ensure quantitative complexation
20–22]. On the other hand, the reduction potential of the free
orepinephrine and the aluminium complex are very close,
aking difficult the quantitation of aluminium in real samples

31]. The main advantages of the use of DASA [24,25] as com-
lexing agent for the voltammetric determination of aluminium
s the low detection limit and the fast reaction kinetics, which
bviate the need to heat the sample after addition of the reagent.

The present paper describes a sensitive and rapid adsorp-
ive stripping procedure based on the reaction of the aluminium
ith pyrogallol red (3,4,5-trihydroxy-9-(2′-sulfophenyl)-6-
soxanthone, pyrogallolsulfophthalein, PR) in the presence of
etrabutylamonium tetrafluoroborate (TBATFB) to form an Al-
R-TBATFB complex, which is adsorbed, followed by reduction
t −1.10 V versus Ag/AgCl. PR has four groups capable of dis-
�g L (240 s) 1–10 �g L
2–20 �g L−1 (60 s)

0.5 �g L [32]

ociation with the abstraction of a proton: one sulfo group and
hree hydroxyl groups (Fig. 1). The dissociation constants were
etermined by spectrophotometric, computational and graphi-
al methods and were calculated for different ionic strengths
ecause cationic surfactants affect the dissociation of PR [33].
he pyrogallol structural group is found in many important nat-
ral and synthetic molecules, such as gallic acid, tannic acid
nd humic acid. Pyrogallol red has been used for the detection
f aluminium and other metals via spectrophotometry and for
ther metal ions via adsorptive cathodic stripping voltammetry
copper [34], copper and molybdenum [35], antimony [36], ger-
anium [37], and vanadium [38]), but this is the first report for

he detection of aluminium via AdCSV in the presence of qua-
ernary ammonium salt which it modifies acid–base properties
Fig. 1. Structural formula of pyrogallol red.
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The adsorption is dependent on the mercury electrode charge
and the charge of the complex at the working potential. With the
purpose of changing the charge of the complex or ligand and
48 V. Arancibia, C. Muñoz

ion of aluminium in urine samples of a volunteer after oral
dministration of two tablets containing 400 mg of Al(OH)3.

. Experimental

.1. Apparatus

Square wave adsorptive cathodic stripping voltammetry
SWAdCSV) was carried out with an MDE 150 polarographic
tand (Radiometer Analytical, Lyon, France). The MDE 150 was
ontrolled with TraceMaster 5 PC software. A 10-mL capacity
easuring cell was equipped with a hanging mercury drop elec-

rode (HMDE), a reference electrode (Ag/AgCl/KCl 3 mol L−1),
n auxiliary platinum electrode, a mechanical mini stirrer, and
capillary to supply an inert gas. All experiments were carried
ut in a nitrogen atmosphere. pH measurements were made with
n Orion 430 pH meter. All potentials are given relative to the
g/AgCl (KCl 3 mol L−1) reference electrode.

.2. Reagents and solutions

All solutions were prepared with Milli-Q water (18.2 M�).
tandard stock solutions with 0.1, 0.4 and 1.0 �g mL−1 of alu-
inium were prepared from standard aluminium 1000 �g mL−1

olution (Merck, Darmstadt, Germany). The stock solutions of
yrogallol red (PR, Aldrich) and tetrabutylammonium tetraflu-
roborate (TBATFB, Aldrich) in water were prepared freshly
very day. NH4Ac–NH3 buffer 0.7 mol L−1, pH 8.5 and
H4Ac–HClO4 buffer, pH 4.5 were prepared with Milli-Q
ater. Synthetic sea water (Aldrich) contaminated with a stan-
ard containing 22 metal ions (Merck) and sea water reference
aterial CRM-SW (2% HNO3, Al 0.5 mg kg−1, High-Purity
tandards) were used for validation measurements.

.3. Urine samples

Urine samples were obtained after oral administration to a
olunteer of two tablets containing 400 mg of Al(OH)3. Sam-
les of urine were collected 0; 0.3; 3.5; 9.0; 12.0 and 24.0 h
fter administration of the drug. The samples were introduced
n polyethylene bottles previously washed with 1% HNO3 solu-
ion and frozen at −20 ◦C until analysis. 50.0 mL of each sample
ere placed in a glass baker on a hot plate, and nitric acid

nd hydrogen peroxide was added until a colorless solution
as obtained. Each analysis was carried out three times. The

verages of all the measurements are reported.

.4. Procedure

Ten millilter of water, 500 �L of buffer (pH 4.5 or 8.5),
00 �L of PR solution (2.5 mmol L−1), 250 �L of TBATFB
olution (3.0 mmol L−1), and aliquots of aluminium standard
olution (0.4 or 1.0 �g L−1) or samples were pipetted into

he electrochemical cell. The solution was purged with water-
aturated nitrogen for 5 min in the first cycle and for 60 s in
ach successive cycle. Then, after eliminating 5 drops (size
0.75 mm2), a new mercury drop was extruded to initiate the

F
p
A
t
2

nta 73 (2007) 546–552

reconcentration for a given tads and Eads at a stirring speed of
00 rpm. After a 10 s quiescent period, the potential was scanned
etween −0.60 and −1.40 V using square wave modulation with
step amplitude of 10 mV; a pulse amplitude of 25 mV, and a

tep duration of 0.1 s. The calibration curves were drawn and
inear regression and detection limits were calculated.

.5. Limit of detection (LOD)

The limit of detection was calculated using the approxima-
ion of Miller and Miller [39] for calibration curves. Minimum
ignal (ymin) = a + 3sy/x, where a is intercept and sy/x is standard
eviation of the calibration curve.

. Results and discussion

The effect of buffer pH on the electrochemical reaction of the
ree PR and on the complexation reaction in the pH range from 2
o 10 using Britton Robinson, NH4Ac–HClO4 and NH4Ac–NH3
uffers, and HCl solution, was studied. The signal due to the
l-PR complex was never seen, probably because the com-
lex needed time and/or temperature and was not formed, or
he signal due to the electrochemical reaction of the complex
as overlapped by signals due to reaction of the ligand. A solu-

ion containing 150 �mol L−1 PR ligand (NH4Ac–NH3 buffer,
H 8.5) and increasing amounts of aluminium was warmed up
o 70–80 ◦C in a water bath for 10 min and then cooled and
ransferred to the electrochemical cell. The stripping voltam-

ograms were recorded, and a very sensitive signal appeared
t about −1.25 V versus Ag/AgCl when aliquots of aluminium
ere added (Fig. 2). However, control of the system was difficult,
etting a constant current took several minutes, and the linear-
ty of the curve was not good. Those conditions were therefore
ig. 2. Adsorptive stripping voltammograms of PR in the absence (curve 1) and
resence of aluminium (curves 2–6) after heating the solution up to 70–80 ◦C.
luminium concentration: 1.4; 2.7; 4.1; 5.4 and 6.7 �g L−1. PR: 150 �mol L−1;

ads = 60 s; Eads = −0.60 V at pH of 8.5. Step amplitude 5 mV, pulse amplitude
5 mV, step duration 0.04 s.
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Fig. 4. Adsorptive stripping voltammograms of: PR 5 �mol L−1 (curve 1);
PR 5 �mol L−1, TBATFB 25 and 58 �mol L−1 (curves 2–3); PR 9 �mol L−1,
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The signal was higher when complex and TBATFB ratio is 1:9.
Dates reported in the literature are indicative of surfactants of
different nature accelerate the complexation of metal ions with

Fig. 5. Adsorptive stripping voltammograms of: PR 25 �mol L−1 (curve a);
ig. 3. Peak current as a function of TBATFB:PR ratio. PR 4.7 �mol L and
liquots of TBATFB 3.13 mmol L−1 solution. pH 8.5; tads = 60 s; Eads = −0.60 V.
tep amplitude 10 mV, pulse amplitude 25 mV, step duration 0.1 s.

roducing the electrostatic interaction with the mercury elec-
rode, a quaternary ammonium salt (TBATFB) was added to the
lectrochemical cell. When aliquots of TBATFB solution were
dded to a PR ligand, the reduction signal of the free ligand
as slowly displaced to a positive potential and the peak current
ecreased almost completely. Fig. 3 shows a plot with the peak
urrent of free ligand as a function of the TBATFB:PR ratio. The
mall peak current due reduction of pyrogallol red was almost
onstant when the ammonium salt-to-ligand ratio was ≈9:1. The
ffect of surfactants, organic solvents and quaternary ammonium
alts on the acid–base properties of PR had been studied, and It
as been proved that interactions of PR with quaternary ammo-
ium salt is local and lead to changes in dihedral angles in the
roups directly involved in the reaction. The existence of ion
airs formed by cationic surfactants, such as cetylpyridinium
romide chloride has been observed with reagents containing
ulfo groups [33,40,41].

However, when aliquots of TBATFB solution were added
o a solution containing aluminium and PR ligand, (1:3 ratio)
he signal due to the aluminium complex was maximum for a
BATFB:PR ratio of 3:1. Fig. 4 shows the adsorptive voltam-
ograms of the PR ligand solution without (curve 1) and with

curves 2 and 3) TBATFB, and in the presence of aluminium
olution (curves 4–7) at pH 4.5 (NH4Ac–HClO4 buffer). The
lectrochemical reduction of free PR ligand occurred at −0.74 V
nd there was a wide signal at −1.01 V; in the presence of a qua-
ernary ammonium salt the potential peak is displaced to more
ositive values (−0.68 V) and the wide signal disappears. When
luminium standard solution was added, a new signal appeared
t −0.93 V that is linearly proportional to the concentration.
ithout quaternary ammonium salt this peak is not seen and the

oltammogram is the same as that of the free ligand. Fig. 5 shows
he adsorptive voltammograms at pH 8.5. The electrochemical
eduction of PR at pH 8.5 occurred at −1.01 V. In the presence
f the quaternary ammonium salt this signal decreases remark-

bly, allowing the signal of the complex to be measured with less
nterference. The new peak current at −1.12 V is proportional
o the aluminium concentration.

P
0
t
2

BATFB 57 �mol L−1 and aluminium 6.3; 9.7; 13.0 and 19.5 �g L−1 (curves
–7). tads = 60 s; Eads = −0.60 V at pH of 4.5. Step amplitude 10 mV, pulse
mplitude 25 mV, step duration 0.1 s.

Photometric titration (544 nm, 7.4 × 10−5 mol L−1 alu-
inium solution) were carried out with the purpose of

etermining the stoichiometry of the complex. PR solution is
ed-violet, and in the presence of aluminium the solution turns
lue-violet. The curve intercept for an Al:PR ratio of 1:3 was
btained. The UV–vis spectra of these solutions with and with-
ut ammonium salt were almost the same. This indicates that the
l:PR complex is formed and the association with the ammo-
ium salt is weak. However, this weak association is necessary
or the complex to be adsorbed on the mercury electrode, and
signal depending on aluminium concentration can be seen.
R 25 �mol L−1, TBATFB 0.3 mmol L−1 (curve b); PR 25 �mol L−1, TBATFB
.3 mmol L−1 and aluminium 3.7; 7.3; 10.9; 14.4 and 17.8 �g L−1 (curves 1–5).

ads = 60 s; Eads = −0.60 V at pH of 8.5. Step amplitude 5 mV, pulse amplitude
5 mV, step duration 0.4 s.
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R facilitating their extraction with organic solvent and increas-
ng the molar absorptivities. Complexation of aluminum with
R in the presence of cetylpyridinium bromide and in the pres-
nce of cetylpyridinium bromide and EGTA were studied by
hotometric methods [42,43].

At both pH values complex formation is faster, but the peak
urrent obtained at pH 4.5 is less than that at pH 8.5. However, the
eduction of free ligand and of the aluminium complex occur at
ore different potential, giving better resolution at pH 4.5. Some

uthors have made studies of aluminium using Solochrome vio-
et RS as the complexation agent in pH 4.5, and others have

odified the method and changed the buffer to pH 8.5. Under the
atter condition the complexation reaction was faster and better
ensitivity was obtained. At pH 4.5 only inorganic monomeric
luminium species could be determined in real samples, while
t pH 8.5 labile and non-labile (organically bound aluminium)
ould be determined. In the absence of complexing agent, when
H increases Al(OH)4

− becomes the main species.
Various experimental variables affecting the adsorptive strip-

ing response were evaluated and optimized. The effect of the
dsorption potential on the stripping peak current was studied
ver the 0.00 to −1.00 V range. The peak current increases up to
0.60 V, and then a slight decrease takes place. An adsorption

otential of −0.60 V was used during this study.
The effect of PR concentration on the sensitivity of the pro-

osed method was also studied. The results obtained (Fig. 6)
how that the peak stripping current of the aluminium complex
ncreased with increasing PR concentration up to 25 �mol L−1

aluminium: 23.0 �g L−1, TBATFB 0.3 mmol L−1, tads: 60s).
Fig. 7 shows the voltammograms and the plot (inset) of the

athodic peak current of the aluminium complex as a function of
dsorption time. At first, peak current increased almost linearly
ith accumulation time, and then it tended to a steady value. In

his figure it is seen that the peak current of the ligand (−0.94 V)
s almost constant because this compound is in solution; however

he complex is adsorbed on the electrode.

The SW parameters studied were step amplitude, pulse ampli-
ude, and frequency. Peak current increased as all the parameters
ncreased. However, the complex peak current increased with

t
R
T
t

ig. 7. Adsorptive voltammograms of Al(PR)3x9TBATFB complex at different adso
3 �g L−1; PR 25 �mol L−1; TBATFB 0.3 mmol L−1. Eads = −0.60 V at pH of 8.5. S
ig. 6. Dependence of stripping peak current on PR concentration, 23 �g L
luminium. TBATFB 0.3 mmol L−1. tads = 60 s; Eads = −0.60 V at pH of 8.5.
tep amplitude 5 mV, pulse amplitude 25 mV, step duration 0.4 s.

ncreasing frequency and pulse amplitude (increasing scan rate),
nd at the same time the peak potential was shifted in the posi-
ive direction, and the separation of the free ligand peak with the
lectrochemical reaction was smaller, losing resolution. Another
o less important parameter is stirring rate in the accumulation
tep: normally, if the complex is weakly adsorbed, a low scan
ate is recommended. Fig. 8 shows the voltammograms and the
lot (inset) of the cathodic peak current of the complex as a
unction of stirring rate.

The best analytical parameters were obtained by complexing
luminium with PR (25 �mol L−1) in the presence of TBATFB
ith a concentration higher than (75 �mol L−1) at pH 4.5 or
.5; accumulation potential: −0.60 V; accumulation time: 60 s;
tirring rate: 400 rpm; step amplitude 10 mV; pulse amplitude
5 mV, and frequency 10 Hz. Under these conditions the peak
urrent was proportional to the concentration of aluminium over

−1 −1
he 0.0–30.0 �g L range, with a detection limit of 1.0 �g L .
eproducibility of 9.0 �g L−1 Al(III) solution was 2.3% (n = 6).
he detection limit can be further lowered by extending adsorp-

ion time.

rption times (0–120 s). Inset: Dependence of peak current on tads. Aluminium
tep amplitude 5 mV, pulse amplitude 25 mV, step duration 0.1 s.
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F scan rates in the accumulation step (0–800 rpm). Inset: Dependence of peak current
o −1; tads: 60 s; Eads = −0.60 V at pH of 8.5. Step amplitude 5 mV; pulse amplitude:
1
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Table 2
Analytical results of aluminium determination in synthetic sea water, in reference
material CRM-SW and urine samples (n = 3)

Sample Al found (�g L−1)

Synthetic sea watera 9.8 ± 0.3
CRM-SWb 503 ± 7
Urine 1 (0 h) 7.2 ± 0.2
Urine 2 (0.3 h) 180.7 ± 5.1
Urine 3 (3.5 h) 226.4 ± 4.3
Urine 4 (9.0 h) 338.1 ± 2.9
Urine 5 (12.0 h) 120.9 ± 3.3
U

ig. 8. Adsorptive voltammograms of Al(PR)3x9TBATFB complex at different
n scan rate. Aluminium 23.0 �g L−1; PR 25 �mol L−1; TBATFB 0.3 mmol L
0 mV; step duration 0.1 s.

Metal ions can interfere with the measurement by complex-
ng with PR or by producing reduction peaks that overlap with,
r even completely suppress, the Al(PR)3x9TBATFB complex
eak. Aluminium in real samples is analyzed by the standard
ddition method with excess ligand. Copper, cadmium, cal-
ium, sodium and magnesium did not interfere with aluminium
etermination, but zinc does interfere because peak reduction
f the Zn-PR complex occurs at the same potential as that of
he Al(PR)3x9TBATFB complex. This interference is avoided
y addition of EDTA solution. The Zn-EDTA complex is not
dsorbed on the mercury electrode, and the Al-EDTA complex
s formed at an acid pH (2N HCl) to avoid hydroxyl com-
lexes, and with heating because the kinetic rate is very slow.
ig. 9 shows adsorptive voltammograms of a 10.0-mL aliquot

f water contaminated with a standard solution containing 22
etal ions: Ag, Al, B, Bi, Ca, Cd, Co, Cr, Cu, Fe, Ga, In, K,
i, Mg, Mn, Na, Ni, Pb, Sr, Tl and Zn in equal concentrations

ig. 9. Adsorptive voltammograms of a solution containing metal ions, such as:
l, Cd, Co, Cr, Cu, Ni, Pb, Zn, etc. 18.5 �g L−1. PR 45 �mol L−1 and TBATFB
.3 mmol L−1; before and after adding 100 �L of EDTA 21.5 mmol L−1 solution
curves a and b, respectively). tads = 60 s; Eads = −0.60 V at pH of 8.5. Step
mplitude 10 mV; pulse amplitude: 25 mV; step duration 0.1 s.

(
T
a

a
r
r
p
b
t
n
f
t

4

c
a
o
t
a
t
a

rine 6 (24.0 h) 11.6 ± 1.2

a Al added: 10.0 �g L−1.
b Al certified: 500 �g L−1.

18.5 �g L−1 in solution) in the presence of PR 45 �mol L−1,
BATFB 0.3 mmol L−1, NH4Ac–NH3 pH 8.5 buffer before and
fter adding EDTA solution (curves a and b, respectively).

The method proposed was applied to the determination of
luminium in contaminated synthetic sea water, in a certified
eference sea water material (CMR-SW), and in a study of the
elease of aluminium from urine after oral administration to a
atient of 800 mg of Al(OH)3. Urine samples were digested
efore the analysis. The results of aluminium determination by
he proposed method are presented in Table 2. In order to elimi-
ate the matrix effect and interference by other metal ions which
orm complexes with PR and consume ligand, the standard addi-
ion method was used.

. Conclusions

In the present paper a novel aluminium determination was
arried out forming an Al(PR)3x9TBATFB complex which is
dsorbed on a hanging mercury drop electrode. The presence
f ammonium salt allowed the adsorption of the complex on

he mercury electrode. The advantages of this new procedure
re fast complexation kinetics which obviates the need to heat
he solution after addition of ligand, high sensitivity, simplicity
nd speed. The method can be applied to both natural water and
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bstract

An accurate method based on matrix solid-phase dispersion (MSPD), and gas chromatography–mass spectrometry (GC/MS) was developed
or determination of phosmet residues and its metabolites (phosmet-oxon, phthalimide, N-hydroxymethylphthalimide, and phthalic acid) in olive
ruits. After testing different sorbents and eluents for MSPD extraction, C18 and acetonitrile were found to be the most appropriate for clean-up
f the samples, in terms of yields and efficient removal of interfering compounds. All analytes were determined in selective ion monitoring (SIM)
ode following a derivatization step with N,O-bis-trimethylsilyltrifluoroacetamide (BSTFA) containing 1% of trimethylchlorosilane (TMCS),

xcept for phosmet and phosmet-oxon which were analyzed directly. The method showed suitable linearity (correlation coefficients higher than

.8919 for all the compounds) and suitable sensitivity (limit of detection lower than 0.06 mg/kg). It was successfully applied in the analysis of olive
ruits collected during the preharvest interval and olive oil. Phosmet residues found in all samples were lower than the maximum residue limits
stablished by legislation (2 mg/kg).

2007 Elsevier B.V. All rights reserved.
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. Introduction

Phosmet [N-(mercaptomethyl)phthalimide-S-(O,O-dime-
hylphosphorodithioate)] is a nonsystemic organophosphate
nsecticide belonging to the phosphorodithioate subclass of
rganophosphates [1]. It is used in control of olive fruit fly
Bactrocera oleae Gml.) one of the pests that attack olive trees,
educing the production and the quality of the olive oil. Taking
nto account that the olive oil are products recognized by their
igh prices and excellent nutritional and biological properties,
strict control to protect consumers is necessary.

When sprayed on crops, phosmet is subject to photodegra-
ation, microbial and chemical degradation reactions [2–5].
lthough some degradation products of the pesticides can be

ess toxic and harmless, it is not uncommon for them to be more

oxic than the parent pesticides. Indeed, the evaluation of the
egradation products is important from the point of view of
uman health and environmental protection.

∗ Corresponding author. Tel.: +351 222078910; fax: +351 222003977.
E-mail address: sara.cunha@ff.up.pt (S.C. Cunha).
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Toxic effects associated with exposure of phosmet are related
o its irreversible inhibition of the acetylcholinesterase enzyme,
hich causes acute effects in humans [6]. To ensure consumer
rotection, the Codex Alimentarius Commission of Food and
griculture Organization (FAO), the World Health Organization

WHO) and the European Union (EU) have established maxi-
um residue limits (MRLs); in Portugal the MRL for phosmet

n olives is 2 mg/kg [7].
In recent years a strong research effort has been done to

dentify the products arising from photodegradation of phos-
et. Tanabe et al. [8] irradiated phosmet in diethyl ether

nd have identified N-methylphthalimide and N-methoxyme-
hylphthalimide as its main degradation products. Weintraub
t al. [9,10] described phosmet’s photolysis on silica gel
lates and on apples. More recently, Sinderhauf and Schwack
11–13] studied the photholysis mechanism of phosmet in
odel solvents (cyclohexane, cyclohexene and 2-propanol) and

n fatty acid methyl esters (methyl stearate, methyl oleate,

2-hydroxymethyl stearate) simulating the structural charac-
eristics found in wool wax. The obtained photoproducts
enerally include phthalimide, N-hydroxymethylphthalimide
nd N-methoxymethylphthalimide. Beside these, other com-
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ounds such as N-hydroxyphthalimide, phthalic acid and
hthalamic acid are also metabolites of phosmet in plants
14]. Unfortunately, there is a lack of methods for efficient
etermination of phosmet residues and its metabolites simulta-
eously.

Up to now, the scientific literature does not contain
escriptions of methodologies employing GC/MS to quantify
hosmet residues and its metabolites. Commonly, phosmet
nd its oxygen analogue are determined in food associated
ith other pesticide residues using several methods based
n either gas-chromatography (GC) with nitrogen–phosphorus
NPD) [15,16], mass spectrometry (MS) [17,18] and MS/MS
19–21] detection or liquid chromatography (LC) with ultravi-
let (UV) [22] and MS [10] detection. Most of the methods
mployed a previous extraction and/or purification step, which
s essential when dealing with olives or olive oil, due to the
resence of high molecular non-volatile components such as
riglycerides. These components will condense in the injec-
ion port of the GC or in front of the capillary column,
esulting in reduced chromatographic separation efficiency,
nd causing a sample matrix-induced enhancement effect
23,24].

Some authors have reported the use of liquid–liquid
xtraction (LLE) with acetonitrile [25] or hexane–acetonitrile
artitioning [26] to remove the interferences in olives and olive
il. This type of extraction may provide adequate separation
f the compounds from the matrix, but are often expensive
n terms of time, labor, material used and organic solvent dis-
osal cost. Therefore, solid-phase extraction (SPE) [12,27–30],
atrix solid-phase dispersion (MSPD) [31] and gel perme-

tion chromatography (GPC) [20,32–35] have been recently
pplied, offering alternative solutions to the LLE problems.
ll of these methods allow a rapid and efficient extraction of

everal pesticide residues from olives and olive oil although
one of them were validated for phosmet metabolites. Recently,
he methodology proposed by Diserens [28] (extraction of
hosmet residues carried out in a SPE Extralut cartridge fol-
owed by secondary clean-up in a C18 cartridge) was used by
inderhauf and Schwack [12] to quantify phosmet residues
nd its metabolites without any derivatization procedure in
ool wax by LC/MS. However, the authors did not present

ny comments about the optimization or validation of the
ethod.
The aim of this work was the development of a method to

etermine phosmet residues and its metabolites in olive fruits.
he methodology entailed the use of a MSPD procedure for
ample preparation followed by GC/MS determination of phos-
et and its metabolites mostly as trimethylsilyl derivatives. The
ethod was applied to measure the levels of phosmet residues

nd its metabolites in olive fruits and in olive oil.

. Experimental
.1. Chemicals

Phosmet, phosmet-oxon, phthalimide (Pi) (Dr. Ehrenstorfer,
ugsburg, Germany), N-hydroxyphthalimide (PiOH), N-hydro-

w
a
p
a

73 (2007) 514–522 515

ymethylphthalimide (PiMOH) (Fluka, Neu-Ulm, Germany),
hthalic acid (Pa) and phthalamic acid (PaA) (Aldrich, St. Louis,
O, USA) were used as standards of analytical quality.
The internal standards were IS1: N-hydroxyethylphthalimide

PiEOH), IS2: tributylphosphate (TBP), IS3: triphenylphosphate
TPP) and IS4: N-hydroxypropylphthalimide (PiPOH), all from
ldrich.
The sorbents used for MSPD were C18 (55–105 �m, Waters,

ilford, MA, USA), which was washed with methanol and
ater before use, silica gel (70–230 mesh pore size), alu-
ina (60–325 mesh pore size), and aminopropyl silica gel–NH2

∼9 nm pore size), from Sigma (St. Louis, MO, USA). Anhy-
rous MgSO4 was analytical grade from Riedel-de Haën (Buchs,
G, Schweiz). To ensure efficient extraction of phthalates and
esidual water, MgSO4 was kept for 5 h at 500 ◦C in a muffle
urnace. SPE Extralut 3 was from Merck (Darmstadt, Germany).

The derivatization reagents tert-butyldimethylchlorosilane
TBDMCS), N-(tert-butyldimethylsilyl)-N-methyltrifluoroace-
amide (MTBSTFA) with 1% of TBDMCS, N,O-bis-trimethyl-
ilyltrifluoroacetamide (BSTFA) with 1% of trimethylchlorosi-
ane (TMCS) and trimethyl orthoacetate (TMOA) were provided
rom Sigma. 2,3,4,5,6-Pentafluorobenzoyl chloride and pyridine
ere from Fluka. All other chemicals were analytical grade or

or residue analysis from the same suppliers.

.2. Standards

Individual standard stock solution of phosmet, Pi, PiOH,
iMOH, Pa, PaA, PiEOH, PiPOH, TBP and TPP (100 mg/l)
ere prepared in acetonitrile and stored at −20 ◦C. Phosmet-
xon (10 mg/l) was prepared in isooctane, flushed with nitrogen,
nd stored at −20 ◦C. Chromatographic standards were prepared
y spiking blank samples with known amounts of pesticides.

.3. Samples

The trial was carried out with olives of Cv. Cobrançosa from
wo pilot olive groves with 2.4 ha and 1.9 ha, in northeast of
ortugal. One olive grove did not undergo any phytosanitary

reatment and the other was treated with Fosdan 50, with a
inimum of 50% of phosmet. The insecticide mixture was

repared as recommended by the manufacturer at the dose of
00 g a.i. ha−1 of Fosdan 50, being the application performed
ith an air blast sprayer. Sampling started 1 week after the treat-
ent on 26 October 2004, and was repeated weekly until finished

n 6 December 2004. Approximately 500 fruits were collected
rom 10 trees (50 per plant). They were then mixed together and
tored at −20 ◦C until analysis. Before analysis the fruits were
ut, pitted with a knife and homogenized in a chopper. Then,
bout 15 g of olive pulp was homogenized in an Ultra-turrax
lender for 2 min at 8000 rpm.

Olive oil were obtained following the method described by
atos et al. [35]. Briefly, olive fruits from the same olive groves

ere handpicked and processed through a mill, a thermobeater

nd a pulp centrifuge, after which the oil was separated from the
ulp by decantation, and kept in dark glass bottles at 4 ◦C in the
bsence of light.
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.4. Sample preparation

An aliquot (∼0.5 g) of homogeneous sample was transferred
nto a mortar and blended gently with 2 g of C18 sorbent, 0.25 g of

gSO4, 25 �l of IS1 solution (PiEOH at 20 mg/l) and 25 �l IS2
olution (TPP at 20 mg/l). The homogenous mixture was trans-
erred into a glass cartridge covered with a filter paper (Whatman
o. 2, Maidstone, UK). Another filter paper was placed on the top
f the sample mixture. The analytes were eluted with 15 ml of
cetonitrile, and finally the eluent was evaporated until dryness
nder a stream of nitrogen. The obtained extract was re-dissolved
n 1 ml of acetonitrile. An aliquot of 250 �l added with 25 �l of
S3 solution (TBP at 10 mg/l) was used for GC/MS analysis of
hosmet and phosmet-oxon and other aliquot of 250 �l added
ith 25 �l of IS4 solution (PiPOH at 10 mg/l) was derivatized

n order to analyze the metabolites of phosmet by GC/MS.

.4.1. Silylation procedure
After the extraction, 250 �l of the extract plus 25 �l of IS4

ere transferred into a silanized screw-cap vial (Supelco, Belle-
onte, PA, USA) and evaporated under a gentle nitrogen stream.
hen, 125 �l of BSTFA (with 1% TMCS) and 50 �l of pyridine
ere added to the dry residue, the mixture vortexed for about
0 s, and heated at 75 ◦C for 30 min on a “Reacti-therm” heating
lock (Pierce, Rockford, IL, USA). After cooling, 1 �l aliquots
ere directly injected into the gas chromatograph.

.5. Gas chromatography/mass spectrometry analysis

GC/MS analyses were performed on an Agilent (Little Falls,
E, USA) gas chromatograph 6890 equipped with an elec-

ronically controlled split/splitless injection port and interfaced
o a MSD-5973N mass selective detector. The chromatograph
as equipped with a DB-5MS fused silica capillary column

30 m × 0.25 mm, 0.25 �m film thickness; J&W Scientific, Fol-
om, CA, USA) coupled directly to the mass detector.

Injection was performed at 250 ◦C in the pulsed splitless

ode with a purge off time of 1 min. The glass liner was fit-

ed with a carbofrit plug from Restek (Bellefonte, PA, USA).
elium was used as carrier gas, with a constant flow of 1 ml/min.
he oven temperature was: 120 ◦C held for 1 min, ramp to

w
a
o

able 1
elative responses (100% = normalized peak area in C18) of recoveries and relative

ert-butyldimethylsilyl derivatives (TBS) obtained in spiked olives at 2 mg/kg using M

ompounds Sorbents (1 g)

Silica Alumina

Recovery (%) R.S.D. (%) Recovery (%)

hthalimide 77 6 77
-Hydroxyphthalimide 88 7 95
hthalic acid 70 10 70
-Hydroxymethylphthalimide 68 10 80
hthalamic acid 125 11 49
hosmet 65 15 64
hosmet-oxon 78 11 82
73 (2007) 514–522

80 ◦C at 10 ◦C/min held for 20 min and finally ramp to 300 ◦C
t 15 ◦C/min and held for 3 min. The MS detector was oper-
ted at ionization energy of 70 eV. The temperatures of the ion
ource, quadrupole, and transfer line were 150 ◦C, 230 ◦C, and
80 ◦C, respectively. The detector was switched off in the ini-
ial 4 min avoiding damage to the filament. Data acquisition
as performed in the full-scan mode during the optimization
f the method (mass range 50–600). The quantification was
arried out in selective ion monitoring mode (SIM). Dwell
ime was 30 ms allowing at least 1.69 cycles/s. The overall
ystem was controlled by Agilent MS Chemstation G2578A
oftware.

. Results and discussion

.1. Optimization of the extraction conditions

Based on the literatures [30,36,37], different polar sorbents
e.g. silica, alumina, florisil, and NH2) were tested first as phases
or matrix dispersion. All of them were unsuccessful in the
imultaneous extraction of all the studied compounds (Table 1).
herefore, an apolar sorbent C18, was tested, and the results
ere satisfactory as shown in Table 2. The importance of using

ipophilic bonded-phases for the success of MSPD procedures
as previously highlighted by Barker [38,39]. The author sug-
ested that lipophilic phases lead to the formation of a new phase
hat resembles a cell membrane bi-layer assembly, giving unique
ispersion characteristics. After the initial good results had been
btained, different amounts of C18 (from 1 g to 3 g) were further
valuated, as well as different quantities of anhydrous MgSO4
from none to 2 g). The addition of MgSO4 was assayed due
o its ability to bind large amounts of water, which promoted
artitioning of pesticides into to the organic layer as showed by
nastassiades et al. [40]. The combination of 2 g of C18 with
.25 g of MgSO4 was found to be the best solution, providing
ood recoveries for all the compounds and a minimal presence
f interferents.
To evaluate the influence of the solvent in MSPD extraction
ith C18 phase, n-hexane, acetone, ethyl acetate, acetonitrile,

cetonitrile with 0.5% of acetic acid and acetonitrile with 2%
f acetic acid were tested. MSPD elution as described, with n-

standard deviation (R.S.D.) of phosmet, phosmet-oxon and other metabolites
SPD with different sorbents 10 ml of acetonitrile (n = 3)

Florisil NH2

R.S.D. (%) Recovery (%) R.S.D. (%) Recovery (%) R.S.D. (%)

9 13 15 98 8
8 77 9 35 8
5 63 7 93 7
7 98 5 60 5

10 61 8 84 15
9 68 10 88 12

13 73 10 98 10
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Table 2
Comparison of the tert-butyldimethylsilyl derivatives (TBS), phosmet and phosmet-oxon recoveries using MSPD (2 g of C18 with 0.25 g of MgSO4 and 15 ml of
acetonitrile) and SPE extraction in spiked olives at 2 mg/kg, analyzed by GC/MS in SIM mode

Compounds MSPDa SPEa

Recovery (%) R.S.D. (%) Recovery (%) R.S.D. (%)

Phthalimide (TBS) 77 6 78 6
N-Hydroxyphthalimide (TBS) 110 6 79 7
Phthalic acid (TBS) 109 8 81 9
N-Hydroxymethylphthalimide (TBS) 85 6 75 10
Phthalamic acid (TBS) 85 8 79 9
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hosmet 75
hosmet-oxon 71

a Recoveries are expressed as (mean ± R.S.D.) % for n = 3.

exane, acetone and ethyl acetate, showed many interferences,
s visualized by the yellow color of the extracts after solvent
vaporation and by the number and intensity of peaks reported
y GC/MS analysis. Although acetonitrile with 0.5% and 2% of
cetic acid allowed the extraction of phosmet and its metabolites
ith minor quantities of visible interferences, elution with ace-

onitrile alone gave the highest recoveries for all the compounds.
inally, the elution was carried out with different volumes (from
ml to 30 ml) to establish the best elution procedure. When elu-

ion volumes greater than 15 ml were applied, no increases in
he peak areas for the compounds were observed. Decreasing
he elution volumes to 10 ml or less had an adverse effect on the
ecovery. In view of these results, 15 ml was the elution volume
hosen.

The extraction steps for olive oil was not thoroughly opti-
ized, but the use of the same extraction conditions of olives

howed good results. The optimized MSPD extraction proce-
ure was considered enough to obtain a clean extract. However,
n order to prevent eventual damage in chromatographic system
y the lipidic interferences, a carbofrit plug was placed in the
njector.

.2. MSPD versus SPE procedure for olives

In order to evaluate the developed MSPD procedure, the SPE
ethodology proposed by Diserens [28] and applied by Sinder-

auf and Schwack [12] in the determination of phosmet and its
etabolites was used for olives. For this experiment 10 g of blank

amples were spiked with a standard mixture at 2 mg/kg of all
he studied compounds, same concentrations as those used in the

SPD and added with 5 ml of light petroleum (b.p. 40–60 ◦C)
fter homogenization, an aliquot (∼5 ml) of the solution was

oaded to the Extralut column and eluted with 6× 5 ml of ace-
onitrile saturated with light petroleum. The collected eluate was
oaded onto a C18 column and eluted with 6× 2 ml of ace-
onitrile. The eluate was then evaporated to dryness under a
tream of nitrogen. The obtained extract was treated according
o the procedures described for the samples subjected to MSPD
xtraction.
To evaluate recoveries, standard working mixtures underwent
he MSPD and SPE procedures. In general, the recoveries of
PE were worse than those obtained with the MSPD extraction
rocedure, as shown in Table 2.

m

o
p

11 66 12
13 67 14

.3. Optimization of the derivatization conditions

It was verified that the direct GC analysis of PiOH, PiMOH,
iEOH and PiPOH was not possible, resulting in a single peak
ith the same retention time for all the referred compounds,

dentified by its mass spectrum as phthalimide. In order to pre-
ent the degradation reactions that probably occur inside the GC
ystem, and to make possible the detection of all the compounds,
derivatization procedure was implemented.

Several metabolites of phosmet have polar functional car-
oxylic acid and/or amide groups which can be derivatized
Fig. 1). Therefore, different derivatization techniques, such
s esterification/acetylation (trimethyl orthoacetate) [41], acyla-
ion (pentafluorobenzoyl chloride) [42] and silylation (BSTFA
nd MTBSTFA) [43] were tested (data not shown). Silylation,
eported in literature as the most versatile technique currently
vailable for enhancing GC analysis [43], was found to be the
implest and most sensitive for derivatization of these com-
ounds.

Several silylating reagents, namely N,O-bis-trimethylsily-
acetamide (BSA), N-methyl-N-trimethylsilylfluroacetamide
MSTFA), BSTFA (with 1% TMCS), and MTBSTFA (with 1%
BDMCS) were evaluated. They have been tested at different
onditions (amount of silylating reagent, temperature and time
f reaction). For all the experiments a mixture containing all the
ested compounds in a concentration of 2 mg/kg each was used.

Generally, most of the tert-butyldimethysilyl derivatives
howed greater peak areas and a more specific and favor-
ble fragmentation pattern in MS than trimethysilyl derivatives.
owever, PiMOH remained underivatized for all combinations
f MTBSTFA, solvent, temperature and time tested. We also
ound that the addition of 2%, 5% and 10% TBDMCS as a
atalyst is not suitable to derivatize PiMOH (data not shown).
he different results obtained with BSTFA (with 1% TMCS)
nd MTBSTFA (with 1% TBDMCS) in the derivatization of
iMOH cannot be easily explained. In fact, derivatization of
iMOH leads to Pi. A further investigation is required to under-
tand the observed differences. Thus, the option for BSTFA
with 1% TMCS) as silylating reagent was used in the final

ethod.
The use of BSTFA was optimized by testing several amounts

f BSTFA (from 50 �l to 250 �l), several combinations of tem-
erature (from room temperature to 120 ◦C) and time of reaction
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Fig. 1. Structures of p

from 10 min to 30 min) and the use of pyridine as additional
olvent.

The maximum derivative yield, was obtained using 125 �l
f BSTFA with 50 �l of pyridine. It was verified that 75 ◦C for
0 min were necessary to achieve complete derivatization of all
he metabolites of phosmet in the study.

The derivatives were kept at −18 ◦C and periodically injected
ver a 3-day period in order to monitor their stabilities. All
ompounds derivatized were stable at least 3 months.

For all the conditions studied, the derivatization always
auses degradation of phosmet and phosmet-oxon thus these
ompounds should be analyzed directly after the MSPD extrac-
ion procedure.

.4. Identification and quantification of phosmet and its
etabolites in SIM mode
In order to identify the metabolites of phosmet present
n real olive samples two aliquots of an extract obtained
rom a sample collected the day after treatment with Fos-

u
a
w
c

et and its metabolites.

an 50 were analyzed using full-scan MS (scan range from
/z 50–600) without derivatization and after derivatization
ith BSTFA (with 1% TMCS). Phosmet and Pi, PiMOH,
-methylthiomethylphthalimide and N-methoxymethylphtha-

imide derivatives were detected in the sample. Phosmet-oxon,
iOH, Pa and PaA were not detected in the sample analyzed,
ut was considered important and its inclusion in the validation
tudy takes into consideration the reported literatures [10–12].
owever, facing the commercial unavailability of some stan-
ards, the quantification performed in SIM mode was achieved
nly for phosmet, phosmet-oxon and Pi, PiOH, PiMOH, Pa and
aA derivatives. For each compound, at least, a target ion and

hree qualifying ions were chosen on the basis of their abun-
ance and selectivity. The ions monitored in the SIM mode and
he typical retention times are presented in Table 3.

In this study, two internal standards PiEOH and TPP were

sed for quantification of the phosmet metabolites derivatives,
nd phosmet and phosmet-oxon, respectively. TBP and PiPOH
ere internal standard used in monitoring the consistency of the

hromatographic conditions.
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Table 3
Ions monitored in SIM mode for quantification and confirmation of the compound

Analyses Time group (min) Compounds Retention
time (min)

m/z (Rel.Ab.%)

Ion quantification Other ions

First injection

4.00
Phthalimide (TBS) 9.41 204 (100) 160 (23), 130 (26), 102 (18)
N-Hydroxyphthalimide (TBS) 10.54 220 (100) 146 (30), 221 (16), 102 (7)

9.65
Phthalic acid (TBS) 10.76 295 (20) 147 (100), 73 (28), 148 (15)
N-Hydroxyethylphthalimide (TBS-IS1) 11.08 248 (100) 73 (63), 204 (60), 130 (20)
N-Hydroxymethylphthalimide (TBS) 11.32 234 (66) 204 (100), 160 (19), 130 (18)

116
N-Hydroxyproplylphthalimide (TBS-IS4) 12.15 262 (100) 130 (27), 160 (25), 263 (20)
Phthalamic acid (TBS) 12.31 294 (36) 147 (100), 192 (72), 73 (44)

Second injection 4.00

Tributylphosphate (IS2) 13.12 99 (100) 155 (27), 211 (19), 57 (11)
Triphenylphosphate (IS3) 15.28 326 (100) 325 (87), 77 (28), 215 (20)
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Phosmet

elative abundance in percentage (Rel.Ab.%).

The low-polarity DB5-MS analytical column offered high
hemical and thermal stability which permitted raising the GC
emperature high enough without significant column bleed. The
oss of analytic response (namely, formation of double peaks)
as noted when the initial temperature column was lower than
00 ◦C.

.5. GC/MS method validation

Experiments were carried out in order to assess the possi-
le matrix effect on the chromatographic response. Comparing
he slopes of the calibration in standard solutions with those
btained in matrix-matched standards, the method showed only
slight suppression of response for all the compounds studied,
ot an enhancement. This effect, had been observed previously
34,44], could be attributed to the presence of fat traces in the
nal extract.

Therefore, the linearity in olives and olive oil was calculated
sing matrix-free calibration (standards added to blank sam-

les) by analyzing in triplicate six concentrations levels, between
.25 mg/kg and 2 mg/kg. The correlation coefficients obtained
ere satisfactory higher than 0.89 for the olives and higher than
.90 for the olive oil (Table 4).

o
T
q
r

able 4
inearity and precision (R.S.D. %) of the method in olive fruits and olive oils analyz

ompounds Concentration
range (mg/kg)

Linearity

Olives

Equation

hthalimide (TBS) 0.25–2 y = 11.992x (4)
-Hydroxyphthalimide (TBS) 0.25–2 y = 1.8541x (10)
hthalic acid (TBS) 0.25–2 y = 3.3274x (15)
-Hydroxymethylphthalimide (TBS) 0.25–2 y = 1.0427x (11)
hthalamic acid (TBS) 0.25–2 y = 2.5547x (10)
hosmet 0.25–2 y = 4.2436x (11)
hosmet-oxon 0.25–2 y = 1.2224x (9)

a Spiked at 2 mg/kg (n = 6).
b n = 3.
16.04 160 (100) 161 (10), 93 (5), 317 (5)
16.16 160 (100) 161 (10), 104 (5), 301 (5)

The precision in olives and olive oil was determined by ana-
yzing spiked blank samples (2 mg/kg) using six replicates. The
elative standard deviation (R.S.D.) are for most of the com-
ounds less than 20%, as can be seen in Table 4.

The detection limits of the method were determined by suc-
essive analyses of chromatographic extracts of olive samples
ith decreasing amounts of the compounds until a signal-to-
oise ratio 3:1 was reached [45]. The results were: 0.010 mg/kg
or phosmet and for PiMOH, 0.05 mg/kg for phosmet-oxon,
.005 mg/kg for Pi, 0.015 mg/kg for PiOH, 0.03 mg/kg for
a and 0.06 mg/kg for PaA. The limit of quantifications were
stablished as the lowest concentration assayed quantified
ith acceptable accuracy and precision [45]. The results were
.10 mg/kg for phosmet, for phosmet-oxon and for PiMOH,
.075 mg/kg for Pi, 0.15 mg/kg for PiOH and for PaA and
.070 mg/kg for Pa, which gave levels well below the MRL set
y legislation for phosmet.

Recoveries of the proposed method were determined in trip-
icate at three different concentration levels in spiked samples

f olives, using a matrix-free calibration. The results, given in
able 5, provide evidence that the method achieves acceptable
uantitative recoveries of all compounds, from 65% to 98%. The
ecovery studied in olive oil was performed by analyzing spiked

ed by GC/MS in SIM mode

R.S.D. (%)a

Olive oil Olives Olive oil

r (R.S.D.b) Equation r (R.S.D.b)

0.9563 (2) y = 10.11x (7) 0.9412 (1) 10 9
0.9290 (3) y = 2.2476x (13) 0.9847 (3) 12 10
0.8999 (6) y = 3.7526x (10) 0.9689 (3) 12 10
0.9462 (3) y = 1.5285x (12) 0.9654 (2) 9 9
0.8919 (5) y = 2.7779x (10) 0.9080 (2) 10 11
0.9212 (4) y = 4.8634x (12) 0.9390 (5) 8 10
0.9261 (4) y = 1.5464x (12) 0.9290 (5) 14 16
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Table 5
Mean recoveries and R.S.D. in olives (n = 3) at three concentrations levels obtained by GC/MS in SIM mode

Compounds Amount Added (mg/kg) Olives

Recovery (%) R.S.D. (%)

Phthalimide (TBS)
0.15 89 10
0.3 91 11
0.6 68 8

N-Hydroxyphthalimide (TBS)
0.15 80 4
0.3 89 6
0.6 98 6

Phthalic acid (TBS)
0.15 68 12
0.3 73 10
0.6 97 8

N-Hydroxymethylphthalimide (TBS)
0.15 82 7
0.3 84 8
0.6 97 8

Phthalamic acid (TBS)
0.15 84 10
0.3 76 8
0.6 68 10

Phosmet
0.15 73 8
0.3 85 8
0.6 84 9

P
0.15 65 12
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hosmet-oxon 0.3
0.6

lank olive oil (2 mg/kg). The results were 74% for phosmet,
0% for phosmet-oxon, 82% for Pi, 79% for PiMOH, 84% for
iOH, 102% for Pa, 105% for PaA.

.6. Analysis of phosmet and its metabolites in olives and
live oil

The developed method was applied to several samples of
live fruits colleted along the preharvest interval and in olive
il obtained from olive fruits colleted in the end of the pre-

arvest interval after a treatment with phosmet. The results are
resented in Table 6. Fig. 2 shows the typical chromatograms of
he metabolites detected in olive fruits using the derivatization
rocess.

r
0
t

able 6
uantification of phosmet and its metabolites in olive fruits and olive oil analyzed by

amples Date of collection Compound (mg/kg)

Derivatives

Phthalimide Hydroxyphthalimide Phthal

lives

26 October 2004 0.097 n.d. n.d.
2 November 2004 <LOQ n.d. n.d.
8 November 2004 <LOQ n.d. 0.072
16 November 2004 <LOQ n.d. 0.242
22 November 2004 <LOQ n.d. 0.243
29 November 04 0.100 n.d. 0.215
6 December 2004 0.113 n.d. 0.852

live oil 0.184 n.d. 0.987

.d.: not detected; <LOQ: lower than limit of quantification.
72 11
76 10

The concentrations of phosmet residues found in all the
amples were always lower than the limit established by
egislation [7]. Pi, PiMOH, Pa and phosmet-oxon were the

etabolites determined in olive fruits during the preharvest
nterval. The metabolites herein reported have some differences
hen compared with those previously reported for wool wax
y Sinderhauf and Schwack [12] which detected Pi and N-
ethoxymethylphthalimide as photodegradation products. The

ualitative differences verified can be explained by the matrix
ype and the determination technique employed.
As can be seen in Table 6 for the olives, the Pi concentrations
anged from 0.097 mg/kg to 0.113 mg/kg, PiMOH and from
.320 mg/kg to 1.1691 mg/kg. Pa was detected 3 weeks after
he treatment and it concentrations ranged from 0.072 mg/kg

GC/MS in SIM mode

ic Phthalic Hydroxymethylphthalimide Phosmet Phosmet-oxon

n.d. 0.320 0.21 n.d.
n.d. 0.245 <LOQ 0.20
n.d. 0.355 <LOQ n.d.
n.d. 0.458 <LOQ n.d.
n.d. 0.518 <LOQ n.d.
n.d. 1.691 <LOQ <LOQ
n.d. 1.445 <LOQ <LOQ

n.d. 1.887 <LOQ <LOQ
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Fig. 2. Total ion compound (TIC) chromatogram of an olive fruit using the derivatization process, together with individual chromatograms in selective ion monitoring
mode.
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o 0.852 mg/kg. The highest concentration values for all com-
ounds, exception made for PiMOH, was found in the last week
f collection. With respect to phosmet-oxon, it was found in
hree alternate weeks of collection with concentrations ranging
rom lower than LOQ to 0.020 mg/kg.

In relation to olive oil, the levels of some compounds (Pi,
iMOH, and Pa) are higher than those reported in olives, which

s understandable considering that to obtain 1 l of olive oil, 5 kg
f olives were typically needed.

. Conclusions

The presented study showed that phosmet and its metabo-
ites can be efficiently extracted from olives and olive oil using
MSPD extraction procedure. C18 with MgSO4 as matrix sor-
ents have advantageous effects on extraction yields compared
ith polar sorbents such as silica, alumina, florisil or amino-
ropyl. In general, the results from the described experiments
ndicate that MSPD extraction is a good option instead of SPE
rocedures.

The analysis of phosmet and its metabolites by GC/MS
nvolved overcoming some drawbacks namely the fact of PiOH,
iMOH, PiEOH and PiPOH degraded into phthalimide when
irectly analyzed. The solution found was the derivatization
ith BSTFA (with 1% TMCS) and pyridine. It allows a good

ensitivity and high precision.
The method was applied in evaluation of phosmet residues

nd its metabolites in olives during the preharvest interval and in
live oil. The results showed that phosmet concentrations were
lways lower than the maximum limits of residues established
y Portuguese legislation. The metabolites phosmet-oxon, Pi,
iMOH and Pa were found in the samples and in general its
oncentrations increased along the preharvest interval.
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bstract

Speciation analysis of antimony in marine biota is not well documented, and no specific extraction procedure of antimony species from
lgae and mollusk samples can be found in the literature. This work presents a suitable methodology for the speciation of antimony in marine
iota (algae and mollusk samples). The extraction efficiency of total antimony and the stability of Sb(III), Sb(V) and trimethylantimony(V) in
ifferent extraction media (water at 25 and 90 ◦C, methanol, EDTA and citric acid) were evaluated by analyzing the algae Macrosystis integrifolia
0.55 ± 0.04 �g Sb g−1) and the mollusk Mytilus edulis (0.23 ± 0.01 �g Sb g−1). The speciation analysis was performed by anion exchange liquid
hromatography (post-column photo-oxidation) and hydride generation atomic fluorescence spectrometry as detection system (HPLC-(UV)-HG-
FS). Results demonstrated that, based on the extraction yield and the stability, EDTA proved to be the best extracting solution for the speciation

nalysis of antimony in these matrices. The selected procedure was applied to antimony speciation in different algae samples collected from the
hilean coast. Only the inorganic Sb(V) and Sb(III) species were detected in the extracts. In all analyzed algae the sum of total antimony extracted
determined in the extracts after digestion) and the antimony present in the residue was in good agreement with the total antimony concentration
etermined by HG-AFS. However, in some extracts the sum of antimony species detected was lower than the total extracted, revealing the presence
f unknown antimony species, possibly retained on the column or not detected by HPLC-(UV)-HG-AFS. Further work must be carried out to
lucidate the identity of these unknown species of antimony.

2007 Elsevier B.V. All rights reserved.
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. Introduction

Antimony has the notoriety of being a toxic element, its com-
ounds have no known biological role [1,2] and have been listed
s priority pollutants by different international or government
rganizations [3,4]. It has been widely established that its tox-
city is dependent on the chemical form in which it is found.
lemental antimony is more toxic than its salts and trivalent
ntimony compounds are generally more toxic than pentavalent
orms.
Methodologies for determination of aqueous antimony speci-
tion in environmental samples based on HPLC separation have
een developed and are summarized in a number of recent criti-

∗ Corresponding author. Tel.: +56 32 2273168; fax: +56 32 2273422.
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al review papers published since 1998 [2,5–8]. However, most
f the analytical research related to speciation analysis of anti-
ony in the environment is focused on liquid samples, such as
ater [9–14] drinking juices [14] and biological fluids [15–17].
The speciation of antimony in solid samples is a particu-

arly challenging task, since direct determinations are generally
ot possible and the antimony species have to be extracted by
uitable procedures, without conversion of species. No specific
xtraction procedure of antimony species from different solid
atrices is reported in the literature. Some analytical method-

logies for the chemical speciation of antimony in aqueous
xtracts of complex solid materials have been described, e.g.
oils [9,18–21], airborne particulate matter [22,23], terrestrial

lants [24,25], fly ash from coal fuel thermal power stations
26] and marine sediments [27]. Nevertheless, in spite of these
dvances, the total concentrations of antimony and its specia-
ion analysis in marine biota matrices is scarcely documented
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28,29]. In a recent paper, Foster et al. [30] presented measure-
ents of total antimony and its speciation in algae, plant and

nimal tissues. For speciation analysis, antimony was extracted
rom algae, plant and animal tissues by using water, diluted nitric
cid, sodium hydroxide and enzymes. Highly variable amounts
f antimony in these extracts were detected. Analyses of DOLT-2
nd algae extracts indicated the presence of only inorganic anti-
ony. Furthermore, as in most other previous works, extraction
ith water showed that Sb(III) was oxidized to Sb(V), which

s one of the main difficulties encountered in the speciation of
ntimony [8,11,13,22,23,27,31–33].

In previous studies we described the optimization of ana-
ytical methodologies to carry out the speciation of antimony
n sea water [13] and marine sediments [27]. Following our
esearch on speciation of antimony in marine ecosystems, the
bjective of this work was to optimize the speciation of antimony
n algae and mollusk samples by ion exchange HPLC-(UV)-HG-
FS. Attention was centered on the selection of the extracting

olution and on the stability of Sb(III), Sb(V) and trimethylan-
imony(V) species during the extraction process. The efficiency
f the extraction process under different conditions was evalu-
ted by analyzing the sum of concentrations of antimony species
xtracted based on the total concentration determined by HG-
FS, after complete digestion. The selected procedure was

pplied to the speciation of antimony in Chilean marine biota
amples with the highest total concentration of antimony. The
ass-balance between the sum of the antimony extracted and

he present in the digested extraction residue was established
nd compared to the total antimony concentration in the algae
amples.

. Experimental

.1. Instruments

Algae and mollusk samples and reference material (CTA-
TL-2 Virginia Tobacco leaves, CTA Polish Academy of
ciences) were digested in a microwave oven operating system
Microdigest A 300, Prolabo) with an energy output of 0–200 W
0–100% potency, respectively). A continuous flow hydride
eneration atomic fluorescence spectrometer (Millenium Excal-
bur, PS Analytical, Orpington, Kent, England) coupled with an
ntimony boosted discharged lamp (Sb BDHCL Super lamp,
hoton, Victoria, Australia) was used for antimony determina-

ion. The pre-fixed wavelength of 217 nm was used to monitor
he fluorescence.

Speciation analysis of antimony was performed by anion
PLC-(UV)-HG-AFS coupling a Hewlett Packard HPLC (HP
050) (post-column oxidation) to the continuous flow hydride
eneration atomic fluorescence spectrometer.

.2. Chemicals and reagents
All chemicals and reagents used in this study were analytical-
rade or higher purity. De-ionized water (18.2 M � cm−1) was
btained from a Nanopure system (Barnstead, Dubuque, IA,
SA). Glass and polyethylene wares were cleaned by soaking

i
i
s
l
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or 1 day in 10% (v/v) nitric acid (analytical grade) and were
insed several times with de-ionized water before used. Chem-
cals used for digestion were: nitric acid (65%, w/v, suprapure
rade), hydrogen peroxide H2O2 (30%, w/v), both purchased
rom Merck, Darmstadt, Germany, and concentrated tetrafluo-
oboric acid HBF4, purchased from Sigma, USA.

Individual stock solutions of antimony species were prepared
rom potassium hexahydroxy-antimoniate KSb(OH)6 (99.95%),
otassium antimonyl tartrate K(SbO)C4H4O6H2O (99.95%)
nd trimethylantimony dichloride (CH3)3SbCl2 (96%) pur-
hased from Sigma Aldrich (USA), and are termed as Sb(V),
b(III) and TMSb(V), respectively. Stock solutions of Sb(V)
100 mg L−1) and TMSb(V) (100 mg L−1) were prepared by
issolving the appropriate amount of the respective compounds
n de-ionized water and were stored in the dark at 4 ◦C until
se. Standard solution of Sb(III) was prepared freshly before
se by dissolving potassium antimonyl tartrate in de-ionized
ater. Working antimony standards of lower concentration

individual and/or mixed species) were prepared daily, as
equired, by an appropriate dilution of the stock solution with
e-ionized water or with the mobile phase 20 mmol L−1 di-
odium dihydrogen ethylene diamine tetra-acetate salt dihydrate
EDTA) + 2 mmol L−1 potassium hydrogen phthalate (KHP),
H 4.5.

For determination of total antimony by HG-AFS, the condi-
ions for the hydride generation system were: carrier solution
.5 mol L−1 HCl prepared from hydrochloric acid (32% (w/w),
nalytical reagent grade, Merck); NaBH4 0.75% (w/v) solution
repared daily by dissolving appropriate amounts of pow-
ered NaBH4 (analytical reagent grade Merck) in 0.2% (w/v)
aOH (analytical reagent grade Merck). Sb(V) was reduced to
b(III) with aqueous solutions of 1% (w/v) l-cysteine (Sigma,
SA).
Marine biota samples were extracted by using de-ionized

ater, methanol (Merck, HPLC purity), 0.1 mol L−1 EDTA pH
.5, or 0.1 mol L−1 citric acid, pH 2.0 (Merck).

The chromatographic mobile phases were prepared from
nalytical grade reagents purchased from Merck. The mixture
0 mmol L−1 EDTA + 2 mmol L−1 KHP, pH 4.5 was prepared
y dissolving appropriate amounts of EDTA and KHP salts in
ater; diammonium hydrogen phosphate 50 mmol L−1, pH 8.3
as prepared by dissolving the respective solid in water. The
obile phases were filtered on 0.45 �m membrane filters HA

ype (Millipore) and degassed by sonication before use. K2S2O8,
% (m/v) (99%, Merck), in 1% (m/v) NaOH (Merck) solution
as used for photo-oxidation.

.3. Determination of total antimony

Aliquots of reference material or freeze-dried samples
approximately 0.5 g weighed to 0.1 mg) were transferred into
he PTFE digestion vessels. Nitric acid (10 mL) was added to the
amples and shaken to mix the contents. Samples were digested

n a microwave oven applying the heating program presented
n Table 1. After reaching room temperature, the clear digested
olutions were quantitatively transferred into 25 mL polyethy-
ene flask and filled to the mark with de-ionized water. Blank
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Table 1
Microwave program applied for the digestion of marine biota samples for deter-
mination of total antimony

Step

1 2 3 4 5

Reagent – – H2O2 HBF4:H2O = 4:1 –
Volume (mL) – – 4 1 –
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l-cysteine is a stronger chelating reagent which reacts with inter-
ower (W) 20 70 100 140 100
ime (min) 2 3 3 2 3

olutions were prepared by application of the entire digestion
rocedure.

For the determination of total antimony, an aliquot of diluted
igestion solution was transferred into a polyethylene flask.
.5 mL of l-cysteine (5%, w/v) and 3 mL of concentrated HCl
ere added and the solution was filled up to 25 mL with de-

onized water. Solutions were allowed to stand 4 h at room
emperature before measurements.

Total concentration of antimony in the digested Certified Ref-
rence Material and samples was determined by HG-AFS. The
bH3 was generated in a continuous flow system using NaBH4
.75% (w/v) in 0.2% (w/v) NaOH solution (4.5 mL min−1),
.5 mol L−1 HCl as carrier and the analyte solutions (both at
mL min−1). Before detection, a supplementary hydrogen flow
f 40 mL min−1 was injected to maintain the argon/hydrogen
iffusion flame stable. The gas flow was dried through a hygro-
copic membrane drying tube (Perma Pure product, dryer model

D-110-12 FP). A boosted discharge antimony hollow cathode
amp was used as radiation source of the atomic fluorescence
etector. Total concentrations of antimony were determined
rom a six points calibration curve of Sb(V), by measuring
he fluorescence intensity signal. All results were expressed as

eans ± standard deviation (dry weight).

.4. Extraction of antimony from algae and mollusk
amples

These experiments were performed with the algae sam-
le Macrocystis integrifolia (total concentration of antimony
.55 ± 0.04 �g g−1) and the mollusk sample Mytilus edulis (total
oncentration of antimony 0.23 ± 0.01 �g g−1). Algae and mol-
usk samples were extracted with de-ionized water (at room
emperature and 90 ◦C), methanol, 0.1 mol L−1 EDTA, pH 4.5
nd 0.1 mol L−1 citric acid pH 2, in a mechanical shaker (hor-
zontal shaker, Junior orbit shaker, Labline instrument) for 2,
and 6 h. The mollusk sample was additionally extracted with

itric acid at 75 ◦C.
Aliquots of 0.2 g of lyophilized samples (accurately weighed,

n duplicate) were mixed with 10 mL of the extracting solu-
ion in polyethylene tubes, followed by centrifugation (30 min
t 3000 rpm, Hettich Zentrifugen, model EBA 12) and decant-

ng. The supernatants were filtered through a 0.45 �m membrane
lter HA type and cleaned through C-18 cartridges (Millipore).
hen methanol was used, the solvent was evaporated and the

xtract water adjusted to 10 mL.

f
c
t
b
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The stability of antimony species during the extraction
rocess was investigated. Aliquots of samples spiked with
0 �g Sb L−1 of each antimony species separately (correspond-
ng to 1 �g Sb g−1 dry mass) and samples without spiking
ere submitted simultaneously to the same extraction proce-
ures.

.5. Antimony speciation

The speciation of Sb(III), Sb(V) and TMSb(V) in the algae
nd mollusk extracts was carried out by anion exchange high
erformance liquid chromatography (HPLC-HG-AFS), except
or citric acid extracts where a post-column photo-oxidation
tep was included (HPLC-UV-HG-AFS) [27]. The chromato-
raphic separation was performed using a Hamilton PRP-X100
olumn (100 mm × 4.1 mm) with a gradient elution program
etween 20 mol L−1 EDTA + 2 mol L−1 KHP, pH 4.5 as the
rst mobile phase and a 50 mol L−1 phosphate solution, pH
.3 as the second one. Aliquots of 100 �L were injected into
he HPLC system. The determination of each antimony species
as performed by the standard addition method, using peak

rea measurements. Detailed instrumental parameters and the
ptimization of the chromatographic separation and detection
rocedures for antimony species have been described elsewhere
13,27].

. Results and discussion

.1. Determination of total antimony

The total antimony concentration in CRM of Virginia
obacco leaves, algae and mollusk samples was determined by
G-AFS after digestion with HNO3, H2O2 and HBF4. Sam-
les were digested with oxidizing reagents together with HBF4
ecause of the silica content of plants and algae samples [30].
hen silicates are not specifically attacked, low recoveries or

igh standard deviations for antimony are found by HG tech-
iques in samples containing high concentration of silicates.
BF4 is preferable to HF because both acids have a nearly identi-

al potential for dissolving silicates, and HBF4 is less hazardous
han HF [34,35].

For determination of antimony using HG techniques, anti-
ony should be preferably in the most reactive state: Sb(III).
s Sb(V) is the predominant species after digestion in oxi-
izing conditions, the quantitative pre-reduction of Sb(V) to
b(III) must be performed. The most common pre-reduction
eagents are KI/ascorbic acid, l-cysteine and thiourea. It has
een reported that l-cysteine is the most appropriate reagent
or this aim, as it enhances the stability of Sb(III) in solution
nd the efficiency of hydride generation at low acid concentra-
ion. Furthermore, compared to KI/ascorbic acid and thiourea,
ering ions, i.e. Fe(III), Ni(II), Co(II) and Cu(II) [34–36]. The
oncentration of antimony in aliquots of digested samples solu-
ions pre-reduced by l-cysteine in HCl medium was determined
y standard addition.



I. De Gregori et al. / Talanta 73 (2007) 458–465 461

Table 2
Determination of total antimony concentrations in the CRM analyzed and % recoveries in spiked samples

CRM Certified (�g g−1) Found (�g g−1) % Recovery

Analysis of CRM (n = 4)
Virginia tobacco leaves (CTA-VTL-2) 0.312 ± 0.025 0.33 ± 0.02 106 ± 6

Sample Sb in the sample (ng) Added (ng) Found (ng) % recovery

Recovery studies (n = 4)
20
20
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Algae 20 ± 2
Mollusk 21 ± 3

.1.1. Quality control
Due to the fact that no certified reference material for anti-

ony in marine biota is currently available, the analytical
ethodology was evaluated by analyzing the CRM CTA-VTL 2

f tobacco leaves and realizing studies of spike and recovery on
arine algae and mollusk samples. Results for antimony con-

entration in the CRM and the recovery spiking test are reported
n Table 2. As can be clearly seen, the result for antimony con-
entration in the CRM agreed well with the reference value.
urthermore, very satisfactory results for the antimony recov-
ry from the algae and mollusk samples were obtained (96 and
07%, respectively), even though the amount of antimony in the
lgae and mollusk samples was low.

.1.2. Analytical figures of merit
The calibration curves were obtained from solutions with

ifferent concentrations of Sb(V) (50–500 ng L−1) reduced by
-cysteine. Correlation coefficients for the calibration curves
ere always better than 0.999. The sensitivity was calculated

rom the slope of the calibration curve. The detection limit was
alculated as the concentration corresponding to 3 times of the
tandard deviation (3s) of 10 blank solutions, and the quan-
ification limit was based on 10 times the standard deviation
10s). The mean reproducibility expressed as % relative standard
eviation (R.S.D.), obtained in 10 measurements performed per
ay, on 3 different days with fresh solutions of 50 ng Sb(V) L−1

as 3%. The method detection and quantification limits were
alculated by multiplying the respective value by the dilution
actor (sample mass of 500 mg filled up to 25 mL). Aliquots of

igested samples were diluted in 1.5 M HCl to fit in the work-
ng range. The analytical figures of merit are summarized in
able 3.

able 3
nalytical figures of merit

orking linear range (ng L−1) 50–500
ensitivity (IFS ng−1 L) 1209
orrelation coefficient 0.9998
etection limit (ng L−1) 7
uantification limit (ng L−1) 24
eproducibility 50 ng Sb(V) L−1 (% n = 5) 3
ethod detection limit (�g kg−1) 0.9
ethod quantification limit (�g kg−1) 2.9
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w
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38 ± 2 96 ± 5
44 ± 3 107 ± 7

.1.3. Determination of total antimony in marine biota
amples

In the present study, total antimony concentrations were
etermined by HG-AFS in different algae (Rodoficea iridaea
aminarioides, Rodoficea sarcodiotheca, Feoficea colpomenia
imosa, M. integrifolia, Nothogenia fastigiata, Ulva rigida,
alopteris hordeacea and Schimmelmannia plumose) and mol-

usk samples (Perumitilus purpuratus, Mytilus chilensis, Semele
olida, Concholepas concholepas and Fissurella spp).

Algae and mollusk samples analyzed by HG-AFS can be
ivided into two groups: the first set contains low antimony con-
entrations, ranging in algae samples from 5 to 40 �g kg−1 and
n mollusk samples from 7 to 60 �g kg−1. The second set of
ollusk and algae samples, collected from a harbor dock with
protection system based on anodes of antimony–lead alloy,

learly presented the highest antimony concentrations, rang-
ng from 200 to 230 and 230 to 1030 �g Sb kg−1, respectively.
his second group represents predominantly the anthropogenic
ntimony contribution.

From all the analyzed marine biota samples, the
lgae Macrosystis integrifolia (total antimony concentration
.55 ± 0.04 �g g−1) and the mollusk M. edulis (total antimony
oncentration 0.23 ± 0.01 �g g−1) were selected to carry out the
xtraction studies for antimony speciation analysis.

.2. Extraction of antimony species from marine biota

Recently, Foster et al. carried out the antimony speciation in
lgae and animal tissue extracts. In accordance to other stud-
es, it was shown that Sb(III) was oxidized to Sb(V) in this

edium. In the present work, based on our experience in anti-
ony speciation from other marine matrices [13,27] and taking

nto account that Sb(V) and Sb(III) form stable complexes with
itric acid [14,17,23,37] and Sb(III) with EDTA [38], antimony
as extracted from the selected algae and mollusk samples with
.1 mol L−1 EDTA, pH 4.5 and 0.1 mol L−1 citric acid, pH 2.0.
he use of extracting solutions with recognized complexing
apacity can help to avoid some instability of the antimony
pecies during extraction. Methanol has been used to extract anti-
ony from plant materials [24] and arsenic species from algae

nd other biological tissues [39–41]. For comparative purposes,

ater was also included as extracting solution.
In a previous work about antimony speciation in marine

ediment, we performed a detailed study on the compatibil-
ty of water, EDTA and citric acid extracting solutions with
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ig. 1. Chromatograms of antimony species in (A) methanol, (B) methanol evap

he HPLC separation procedure and HG-AFS detection system
27]. As in this study, methanol was also included as extract-
ng reagent, the chromatographic and detection behavior of
b(V), Sb(III) and TMSb(V) standard solutions prepared in this
edium were evaluated. As shown in Fig. 1A, a high back-

round signal was observed and the symmetry of Sb(V) peak
as clearly affected when the antimony standards were prepared

n methanol. Improved chromatographic behavior of Sb(V) and
ecreased background noise were obtained when the methanol
as evaporated and replaced by water (see Fig. 1B).
In order to ascertain the optimum extraction conditions, the

tability of antimony species during the extraction procedure was
nvestigated. Recovery of antimony species from spiked algae
nd mollusk samples (20 �g L−1 of Sb(V), Sb(III) and TMSb(V)

olutions, separately, corresponding to 1 �g Sb g−1 dry mass)
nder the extraction conditions assayed was determined. Extrac-
ions of samples without spiking were simultaneously carried
ut. The antimony species in the extract were determined by the

w
s
o

ig. 2. Recovery of antimony species as a function of extraction time from Macrosys
xtracted with water (25 and 90 ◦C), methanol, 0.1 mol L−1 EDTA and 0.1 mol L−1 ci
nd third bar correspond to 2, 4, and 6 h, respectively).
d and replaced by water. Experimental conditions as described previously [27].

ptimized coupled technique HPLC-(UV)-HG-AFS by standard
ddition [13,27]. The results of duplicate experiments for the
ecovery of the individual species in algae extracts are shown in
ig. 2.

The antimony species in the extracting medium evaluated
n this study exhibit notably different behavior. In all extract-
ng media, Sb(V) and TMSb(V) presented a greater stability
han the Sb(III). However, a significant decrease, especially for
MSb(V), was observed during the extraction, except for citric
cid where approximately quantitative recoveries were obtained.
MSb(V) might be retained on the algae matrix probably due

o the presence of methyl groups in its structure. In spite of the
artial loss of Sb(V) and TMSb(V), additional peaks were not
bserved in the chromatograms.
As in marine sediments [27], the major problem encountered
as the stability of Sb(III). Using water at ambient temperature,

orption of the Sb(III) specie was strongly retained and partially
xidized to Sb(V). Using water at 90 ◦C, a higher recovery was

tis integrifolia spiked with 20 �g L−1 of (A) Sb(V); (B) TMSb(V); (C) Sb(III)
tric acid. Detected species: Sb(V) ( ), TMSb(V) ( ), Sb(III) (�) (first, second
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Table 4
Naturally detected species in EDTA and citric acid extracts of algae Macrosystis integrifolia (0.55 ± 0.04 �g Sb g−1)

Extracting solutions Extraction time (h) Detected species �g g−1 % of total concentration

Sb(V) Sb(III)

EDTA 0.100 mol L−1 2 0.26 ± 0.01 0.27 ± 0.04 96 ± 7
4 0.27 ± 0.02 0.27 ± 0.02 98 ± 5
6 0.26 ± 0.03 0.23 ± 0.02 89 ± 7

C −1 0.20 ± 0.04 0.15 ± 0.01 64 ± 7
0.12 ± 0.04 0.15 ± 0.01 49 ± 7
0.10 ± 0.02 0.16 ± 0.03 47 ± 7
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itric acid 0.100 mol L 2
4
6

btained, but Sb(III) was completely oxidized to Sb(V). With
ethanol as extraction medium, the recovery of Sb(III) was low,
strong sorption and oxidation of Sb(III) to Sb(V) also occurred,
nd these phenomena increased with the extraction times.

The best extracting reagents for algae were found to be cit-
ic acid and EDTA, for which recoveries of Sb(III) were almost
uantitative, without oxidation, even after 6 h of extraction. This
ehavior is likely to be the result of complexation reactions
f Sb(III) in the presence of high concentrations of complex-
orming EDTA and citric acid ligands. These results confirm
hat both reagents avoid the oxidation of Sb(III) during the whole
xtraction process.

The natural concentrations of antimony species in EDTA and
itric acid extract from M. integrifolia determined by HPLC-
UV)-HG-AFS are listed in Table 4. The TMSb(V) specie was
ot detected.

Results show that the antimony species were quantitatively
xtracted by EDTA after only 2 h. Furthermore, in this medium
he concentrations of both species were independent of the
xtraction times, indicating that no sorption of the released anti-
ony species occurred during extraction.
With citric acid the extraction yields were always lower than

ith EDTA. In this medium, Sb(V) was the predominant specie,
nd its concentration decreased on the function of the extraction
imes, possibly due to re-adsorption process. On the contrary,
he amount of Sb(III) extracted was practically constant.

Based on these results, EDTA represents the best compromise
or speciation of antimony, as it was the most efficient extracting
gent for antimony present in algae, and was furthermore capable
f preserving the oxidation states of Sb(III) and Sb(V) species.

A chromatogram of antimony species detected by HPLC-
G-AFS in an EDTA extracts is shown in Fig. 3. An acceptable

hromatographic separation of Sb(V) and Sb(III) in EDTA algae
xtract was achieved, without major interferences of the matrix.
he quantification limits achieved by this analytical method-
logy are 0.1, 0.05 and 0.09 �g L−1 for Sb(V), Sb(III) and
MSb(V) species, respectively.

Results of similar stability studies realized with the mollusk
ample M. edulis are presented in Fig. 4. It is important to remark
hat the concentrations of all antimony species naturally present
n the sample were lower than the quantification limits. As can be

een in Fig. 4, Sb(V) and TMSb(V) were stable in all extracting
edia. However, for Sb(V) and TMSb(V), sorption phenomena
ere observed during the extraction with methanol, water at
0 ◦C, and EDTA. Apparently, the solid matrix contains binding

p
c
s
d

ig. 3. Chromatogram of the 0.1 mol L−1 EDTA extract of Macrosystis integri-
olia, after 2 h of extraction.

r reactive sites that are responsible for the low recovery rates of
he aforementioned species. Citric acid was the only extracting

edium where both species were quantitatively recovered.
As for algae, EDTA and citric acid were the best options

o stabilize Sb(III), since no oxidation of Sb(III) to Sb(V) was
bserved, obtaining recoveries of about 70–90%. Extraction
imes and temperature had no significant effects on the recovery
ields.

.3. Application

The developed methodology (extraction with 0.1 mol L−1

DTA, pH 4.5 and mechanical agitation during 2 h, subsequent
nalysis by HPLC-HG-AFS) was applied to the aqueous spe-
iation analysis of antimony in different marine algae. The
otal antimony concentrations present in samples, extracts and
esidues were determined by HG-AFS. Then, the mass-balance
etween the sum of the antimony extracted and the present in
he residue was established and compared to the total antimony
oncentration in the algae samples.

Results of the speciation analysis of antimony in different
lgae samples are listed in Table 5. TMSb(V) was not detected
n any sample. Quantitative extraction yields of total antimony
ere obtained for three of the analyzed algae, except for those
ith the highest concentration, where only 62% of antimony
as extracted.
It is important to note that the sum of total antimony extracted

determined in the extracts after digestion) and the antimony

resent in the residue agreed well with the total antimony
oncentration in all algae analyzed. Furthermore, in all algae
amples, with exception of M. integrifolia, the sum of the
etected species was lower than 60% of the total antimony
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Fig. 4. Recovery of antimony species as a function of extraction time from Mytilus edulis spiked with 20 �g L−1 of (A) Sb(V); (B) TMSb(V); (C) Sb(III) extracted
with water (25 and 90 ◦C), methanol, 0.1 mol L−1 EDTA and 0.1 mol L−1 citric acid. Detected species: Sb(V) ( ), TMSb(V) ( ), Sb(III) (�) (first, second and
third bar correspond to 2, 4, and 6 h, respectively).

Table 5
Speciation analysis of antimony in different marine algae

Algae Antimony species (�g g−1) Total antimony concentration (�g g−1)

Sb(V) Sb(III) Extracted Residue Sample

Macrosystis integrifolia 0.26 ± 0.01 0.27 ± 0.04 0.57 ± 0.04 N.D. 0.55 ± 0.04
Schimmelmannia plumosa 0.17 ± 0.03 N.D. 0.40 ± 0.05 N.D. 0.41 ± 0.03
F
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otogenia fastigiata 0.14 ± 0.02 N.D.
alopteris hordacea 0.12 ± 0.03 N.D.

.D.: not detected.

xtracted. This indicates the presence of unidentified species
hat either did not elute from the column or were not detected
y HG-AFS.

. Conclusions

The present study confirms that in aqueous speciation anal-
sis of antimony in solid matrices one of the most critical
tep is the extraction process. Many problems can occur dur-
ng this step, such as low extraction efficiency and/or instability
f species, particularly oxidation of Sb(III) to Sb(V). To choose
n adequate extraction solution, both the stability of species and
xtraction efficiency must be considered. For the speciation of
ntimony in marine biota samples, water, methanol, citric acid

nd EDTA were assayed as extracting reagents, of which EDTA
howed to be the best choice. High extraction efficiency of anti-
ony from algae samples are obtained and Sb(III) is stable in

his medium.

o
C
E

0.24 ± 0.04 N.D. 0.25 ± 0.04
0.64 ± 0.04 0.48 ± 0.04 1.03 ± 0.03

Only the inorganic species Sb(V) and Sb(III) were detected
n extracts of marine algae. This is in contrast to arsenic, which
s mainly present in organic form, for example, arsenosugars.
he mass balances revealed the presence of unknown antimony
pecies in one of the EDTA algae extracts, which were not
etected by anion exchange HPLC-HG-AFS. Further work must
e carried to elucidate the identity of these unknown species of
ntimony.

The speciation method developed in this work has a very good
otential to become a routine procedure for antimony speciation
n marine biota samples.

cknowledgements
The authors gratefully acknowledge the financial support
f FONDECYT (project 1030897), Pontificia Universidad
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28] N. Essen, S. Topcuoğlu, E. Eğilli, D. Kurt, J. Radioanal. Nucl. Chem. 240

(1999) 673.
29] X. Hou, J. Radioanal. Nucl. Chem. 242 (1999) 49.
30] S. Foster, W. Maher, F. Krikowa, K. Telford, M. Ellwood, J. Environ. Monit.

7 (2005) 1214.
31] M. Krachler, H. Emons, Anal. Chim. Acta 429 (2001) 125.
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bstract

A sensitive FIA method was developed for the selective determination of formaldehyde in alcoholic beverages. This method is based on the
eaction of Fluoral-P (4-amine-3-pentene-2-one) with formaldehyde, leading to the formation of 3,5-diacetyl-1,4-dihydrolutidine (DDL), which
uoresces at λex = 410 nm and λem = 510 nm. The analytical parameters were optimized by the response surface method using the Box–Behnken
esign. The proposed flow injection system allowed for the determination of up to 3.33 × 10−5 mol L−1 of formaldehyde with R.S.D. < 2.5% and

detection limit of 3.1 ng mL−1. The method was successfully applied to determine formaldehyde in alcoholic beverages, without requiring any

ample pretreatment, and the results agreed with the reference at a 95% confidence level by paired t-test. In the optimized condition, the FIA system
roved able to analyze up to 60 samples/h.

2007 Elsevier B.V. All rights reserved.
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. Introduction

In recent years, efforts have focused increasingly on quanti-
ying carbonyl compound levels in alcoholic beverages [1–11].
he importance of such analyses is understandable in view of

he known toxicity of several aldehydes, including formalde-
yde, acetaldehyde, acrolein and benzaldehyde [12–14]. In this
ontext, information regarding aldehyde profiles may be a valu-
ble tool in assessing the authenticity and/or aging conditions of
ifferent alcoholic beverages [15] since aldehydes are extracted
rom wood into alcoholic beverages during the aging process,
hereby contributing to their final flavor [5].

The formaldehyde level is important to evaluate the quality
f alcoholic beverages, for it presents toxic activity at levels
bove 16.65 × 10−5 mol L−1 [16]. Formaldehyde can be formed
uring the alcoholic fermentation process, or it can occur due to
ldehyde contamination when plastic bottles are employed.
The development of automatic methods for formaldehyde
etermination in spirits is important in view of the growing
nterest of Brazilian government agencies to establish chem-

∗ Corresponding author. Tel.: +55 7132375524; fax: +55 7132375524.
E-mail address: jailsong@ufba.br (J.B. de Andrade).
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039-9140/$ – see front matter © 2007 Elsevier B.V. All rights reserved.
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ken design

cal profiles and markers that differentiate Brazilian cachaça
sugar-cane brandy) from other types of beverages such as rum.

Several methods have been developed for aldehyde deter-
ination, including color reaction with chromotropic acid

17,18], pararosaniline-bisulfite (Schiff reagent) [19,20], mala-
hite green-bisulfite [21,22], brilliant green-bisulfite [23],
nzymatic methods [8–10], liquid chromatography by deriva-
ization with 2,4-dinitrophenylhydrazine [24–28], reaction with
-methyl-2-benzothiazolone hydrazone (MBTH) [29–33] and
eaction with Fluoral-P [1,11,34–43].

The chromotropic acid method employs concentrated sulfuric
cid (>85%), which increases the viscosity of reaction media,
aking its application in flow systems difficult. Spectropho-

ometric methods based on the reaction with pararosaniline,
alachite green or brilliant green associated with HSO3

− are
ubject to interference from low levels of ethanol [21–23], mak-
ng them unsuitable for determining formaldehyde in alcoholic
everages.

The standard method for determining carbonyl compounds
n atmospheric air samples is HPLC, using 2,4-dinitro-

henilhydrazine (2,4-DNPH) as the chromogenic reagent and
pectrophotometric detection at 365 nm, which offers excellent
ensitivity and selectivity [24–28]. Nonetheless, the develop-
ent of automatic flow systems using 2,4-DNPH without the
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Fig. 1. Flow manifold for the fluorimetric determination of formaldehyde in
a
D
r

a
fl
w
r
e
h
t
fl
n
F
i
F

r

2

F
s
r
t
a
r
λ

a

3

3

e
h
o

62 F.S. de Oliveira et al. /

hromatographic separation step is considered unfeasible, since
he reagent and reaction products have absorption maxima in the
ame wavelength range. The MBTH method has been employed
or the determination of total aliphatic aldehydes in several
amples [29–33]. On the other hand, the MBTH method is
ot selective for formaldehyde determination and several other
liphatic aldehydes can interfere in this determination.

The Fluoral-P method [34-43] is based on the reaction of this
ompound (4-amino-3-penten-2-one) with formaldehyde, pro-
ucing 3,5-diacetyl-1,4-dihydrolutidine (DDL). When excited
t 410 nm, DDL fluoresces at 510 nm. Although Fluoral-P
resents reactions similar to those of other aliphatic aldehydes,
he reaction product with formaldehyde is the only one that pro-
uces a high fluorescent emission. Thus, the Fluoral-P method is
pecific for formaldehyde [1,11,34–43], allowing for the deter-
ination of this analyte even in the presence of acetaldehyde

oncentrations 1000 times higher than formaldehyde [1].
In this work, a flow injection system was developed for the

elective determination of formaldehyde in different alcoholic
everages. The proposed flow system was based on the reaction
f formaldehyde with Fluoral-P with the selective production of
fluorescent compound (λex = 410 nm and λem = 510 nm).

Because many parameters related to the flow system can
ffect the fluorescent response, a multivariate optimization
pproach was adopted. This optimization strategy presents sev-
ral advantages such as: (a) valuable information is obtained
ith fewer experiments than when using traditional one-factor-

t-a-time optimization; (b) a mathematical model that describes
he dependency of the experimental response and evaluated
arameters is obtained; (c) it provides information regarding the
nteractions between the factors under study; (d) even if optimal
onditions are not located in the evaluated domain, the math-
matical model can indicate the optimal direction and steepest
scent method that can be used.

. Experimental

.1. Reagents and solutions

All the solutions were prepared from analytical grade
eagents using distilled and deionised water with a resistivity
reater than 18 M� cm−1.

The Fluoral-P solution was prepared by reacting 0.2 mL of
cetylacetone with 15.4 g of ammonium acetate in the presence
f 0.3 mL of acetic acid. The volume was adjusted to 100 mL
ith distilled water.
A 0.033 mol L−1 formaldehyde stock solution was prepared

y diluting 2.5 mL of 37% formaldehyde solution with distilled
ater and standardized by 2,4-DNPH/HPLC method [25].
Samples of alcoholic beverages were purchased in the local

arket and analyzed by the proposed flow system without any
urther pretreatment.
.2. Apparatus

A Rheodyne, USA, model 5020 six-port rotary injection
alve was employed for sampling aliquots in the flow path and

r
P
h
f

lcoholic beverage samples. S = sample, SL = sampling loop, RC = reaction coil,
ET = fluorimetric detector (λex = 410 nm and λem = 510 nm), W = waste. Flow

ate = 0.95 mL min−1 and sample volume = 414 �L.

Minipuls 3 (Gilson, France) peristaltic pump was utilized for
uid propulsion. Polyethylene and PTFE tubes (0.8 mm i.d.)
ere used in the flow systems as peristaltic and connection tubes,

espectively. A Spectra-Physics FS-970D-A1 fluorimeter whose
xcitation wavelength was adjusted at 410 nm was used with a
igh-pass filter (which transmits at wavelengths above 440 nm,
ransmittance at 440 nm being 0.8) to collect maximum DDL
uorescent emission at 510 nm. Bathwise fluorescence determi-
ations were carried out with a spectrofluorimeter (Jasco, model
P-777) equipped with a 1.0 cm quartz cell. An Intralab 4290

ntegrator was used to record transient signals produced by the
IA system.

Statistica 6.0 (Statsoft, USA) was employed for calculations
elated to multivariate response surface optimization.

.3. Flow system

Fig. 1 shows a schematic diagram of the flow manifold. In the
IA manifold an aliquot of 414 �L of alcoholic beverage sample
olution was inserted into the flow system and the Fluoral-P
eagent was continuously added by confluence. The mixture was
hen directed to a reaction coil heated in a thermostatic bath
t 80 ◦C in order to improve the sample/reagent mixture and
eaction rate, then to the fluorimetric detector (λex = 410 nm and
em = 510 nm) where the signal was acquired and recorded by
n integrator.

. Results and discussion

.1. Effect of reaction coil temperature

Previous work showed that, in the batch condition, the high-
st and most stable fluorescent responses were obtained several
ours after the addition of reagent at room temperature (25 ◦C)
r after 20 min of sonication [1]. To reduce the long time interval

equired to complete the reaction of formaldehyde with Fluoral-
, a reaction coil was inserted into a thermostatic water bath to
eat the Fluoral-P—sample segment and thus accelerate DDL
ormation.
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The effect of heating time on fluorescent emission was eval-
ated and the heating temperature of 80 ◦C was selected, since
igher temperatures did not significantly increase the analytical
ignals and led to the formation of air bubbles.

Because temperature affects the fluorescence emission of
everal compounds, the addition of a cooling coil before the
uorescence detector was evaluated. The use of the cooling coil

ed to a 6% increase in the analytical signal, and this cooling step
as not employed in further experiments due to the low gain in

ensitivity and the longer analysis time interval.

.2. Optimization by response surface method

In this work, we employed the response surface method
nd Box–Behnken [44,45] design to optimize the sensitivity of
he proposed flow system. The Box–Behnken [44,45] design
an be considered a highly fractionalized three-level factorial
esign where the treatment combinations are the midpoints of
dges of factor levels and the center point. These designs are
otatable (or nearly rotatable) and require three levels of each
actor under study. Like other designs such as central compos-
te [45] and Doehlert [46], Box–Behnken designs can fit full
uadratic response surface models and offer advantages over
ther designs.

The advantages of the Box–Behnken design over other
esponse surface designs are: (a) it needs fewer experiments than
entral composite design and similar ones used for Doehlert
esigns; (b) in contrast to central composite and Doehlert
esigns, it has only three levels; (c) it is easier to arrange
nd interpret than other designs; (d) it can be expanded,
ontracted or even translated; and (e) it avoids combined fac-
or extremes since midpoints of edges of factors are always
sed.

To optimize the sensitivity of the proposed flow system, a
ultivariate optimization design was adopted to evaluate the

nfluence of the flow rate (flowR), reaction coil length (lRC),
nd sampling loop length (lSL) on the analytical signal. The
nivariate evaluation of these flow parameters can be difficult
or, although the sampling loop and reaction coil length ratios
re closely related to the mixture condition and sample zone
ispersion, the flow rate determines the residence time of the
ample zone in the heating bath, so interactions among these
arameters can occur.
A Box–Behnken design was employed for multivariate
ptimization, and the levels of the evaluated variables are
resented in Table 1. The response surface obtained by
ox–Behnken design (Fig. 2) was described by the equation

able 1
xperimental levels employed for Box–Behnken optimization design

ariable Coded variable

(−1) (0) (+1)

ampling loop (cm) 20 55 90
eaction coil (cm) 55 125.5 200
low rate (mL min−1) 0.90 1.75 2.60
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= 16.5 + 2.5lRC − 1.7l2RC + 1.6lSL − 1.8l2SL − 2.7 flowR − 1.4
ow2

R, with the variables at coded levels, revealing a parabolic
esponse surface whose maximum was located within the
valuated domain. The equation obtained by the response
urface method revealed that linear and quadratic terms were
ignificant while interaction terms were not.

The optimized values of flow variables obtained by the
ox–Behnken method were calculated by Statistica 6.0 using
erivative techniques [44,46]. Flow system optimal conditions
ere attained using a sampling loop with 82.4 cm, reaction coil
ith 158.0 cm and flow rate at 0.95 mL min−1. The optimiza-

ion methodology allowed for maximization of the analytical
ensitivity with only 15 experiments.

.3. Interference study

.3.1. Evaluation of ethanol level
The ethanol level in alcoholic beverages can be related to

he type of beverage (cachaça, rum, wine, vodka and others), to
he producer, and to variations in production processes. Thus,
he proposed method must be insensitive to ethanol variations
ithin the range expected for this kind of sample.
The effect of the ethanol level in samples was evaluated, since

ariations in solvent composition could lead to fluctuating flu-
rescence signals. Additionally, flow systems with poor mixing
onditions can lead to strong solvent concentration gradients
hen an alcoholic sample is inserted into an aqueous carrier

tream, resulting in the occurrence of a liquid lens in the ethano-
ic/aqueous medium interface [47] due to differences in the
efraction indexes. This phenomenon, known as the Schlieren
ffect [47], is well described in light absorption measurements,
ut there is little information about its extension to fluorescence
nd how it affects signal repeatability.

The results obtained by these experiments showed that the
thanol level had a non-significant effect on the fluorescent sig-
al magnitude and repeatability up to 50% (v/v) of ethanol. The
bservation of non-significant Schlieren effect may be ascribed
o the fact that the excitation beam diffracted by a liquid lens
as blocked by a high-pass filter positioned in front of the pho-

omultiplier. Additionally, the geometry of the fluorimeter and
ow cell produces an incident/excitation beam angle of 45◦ in
elation to the collected fluorescent emission beam, and diffrac-
ion of the excitation beam by Schlieren’s effect at such a high
ngle is not expected to occur.

Hence, the results indicated that the proposed system is insen-
itive to ethanol levels within the evaluated range, and is suitable
or determining formaldehyde in the alcoholic media of bever-
ges without requiring analyte/ethanol separations.

.3.2. Effect of acetaldehyde level
Aliphatic aldehydes are expected to react with Fluoral-P,

roducing colored species [38]. On other hand, the literature
1,11,34–43] has shown that the fluorimetric determination of

ormaldehyde using Fluoral-P as reagent is almost specific, since
he product of the reaction of Fluoral-P with other aldehydes
oes not present a significant fluorescent signal. Despite the
electivity of the Fluoral-P fluorimetric method for formalde-
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ig. 2. Response surfaces obtained by the Box–Behnken design for optimizatio
ow-rate, and (C) flow-rate and sampling loop.

yde determination, high levels of other aliphatic aldehydes
ould lead to interferences due to Fluoral-P consumption and
bsorption of analyte fluorescent radiation by reaction products
f these interferents.

Acetaldehyde is the prevalent carbonyl compound in alco-
olic beverages, so interference studies were conducted to
valuate the maximum tolerable level of this compound that
ould still allow for formaldehyde to be determined accurately.
The results of these experiments indicated that the proposed

ethod is selective for formaldehyde in the presence up to
.0033 mol L−1 of acetaldehyde.

.3.3. Effect of bisulfite level
Bisulfite and S(IV) oxides form a strong oxidation-resistant

dduct with formaldehyde, hydroxymethanesulfonate (HMSA)
36]. The kinetics of the decomposition of HMSA is slow
t the optimum pH for the formation of DDL, and prob-
ems in determining bisulfite-bound formaldehyde are expected
o occur. Moreover, the presence of bisulfite is expected in

ome alcoholic beverages such as wines and beer, since it is
mployed as antioxidant. Thus, the interference of S(IV) in the
etermination of formaldehyde by the Fluoral-P method was
valuated.

P
a
p

he flow parameters: (A) sampling loop and reaction coil, (B) reaction coil and

The results obtained by the proposed flow system revealed
hat bisulfite levels above 1.0 mg L−1 resulted in recoveries of
ess than 95%. Therefore, the elimination of bisulfite interfer-
nce through the addition of H2O2, followed by alkalinization
ith NaOH solution [35], must be carefully evaluated to deter-
ine total formaldehyde in alcoholic beverages preserved with

isulfite.

.4. Figures of merit

The proposed procedure presented good precision with a rel-
tive standard deviation of less than 2.5% for all determinations
nd an analytical throughput of 60 samples/h. The formalde-
yde detection limit was 3.1 ng mL−1 and was calculated as
hree times the standard deviation of the blank signal from 10
eplicates divided by the slope of the analytical curve [48]. The
inear range for formaldehyde determination was obtained up to
.33 × 10−5 mol L−1 (S = (40.6 ± 0.3) C (mg L−1) + 0.7 ± 0.1,
= 0.9998).

Table 2 compares the proposed method against other Fluoral-

based fluorimetric methods for determining formaldehyde in
lcoholic and other liquid phase samples. The proposed method
resents a higher analytical throughput, lower sample/reagent
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Table 2
Comparison of the performance of the proposed flow system and other Fluoral-P based methods for determining formaldehyde

Bathwise method [1] Previous flow based method [42] Present work

Reagent volume per determination (mL) 9 2–3 1–2
Sample volume per determination (�L) 1000 25 414
Analytical throughput (sample h−1) 2
Average R.S.D.% 1.7
Limit of detection (ng mL−1) 2.0

Table 3
Results obtained by the FIA procedure and the batchwise method to determine
formaldehyde in samples of alcoholic beverages (n = 3)

Sample Formaldehyde (�g mL−1)

FIA Batch

Cachaça 1 0.150 ± 0.001 0.152 ± 0.006
Cachaça 2 0.073 ± 0.002 0.076 ± 0.001
Cachaça 3 0.095 ± 0.002 0.093 ± 0.003
Cachaça 4 0.073 ± 0.002 0.076 ± 0.003
Cachaça 5 0.095 ± 0.001 0.097 ± 0.001
Cachaça 6 0.093 ± 0.003 0.088 ± 0.003
Cachaça 7 0.256 ± 0.004 0.255 ± 0.002
Cachaça 8 0.159 ± 0.003 0.163 ± 0.007
Rum 1 0.125 ± 0.001 0.122 ± 0.001
Rum 2 0.042 ± 0.001 0.044 ± 0.001
Rum 3 0.47 ± 0.01 0.462 ± 0.002
Vodka 1 NDa NDa
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odka 2 0.034 ± 0.001 0.032 ± 0.001

a ND = not detected.

onsumption and similar detection limits compared with the
athwise method [1]. In comparison with other flow injection
ystems described in the literature [42], the proposed method
as able to determine formaldehyde without any interference

emoval step, allowing for higher analytical throughput and
ower reagent consumption. Moreover, when compared with
esults described in the literature [42], the proposed flow system
llowed for the determination of lower levels of formaldehyde
ith a low average relative standard deviation (R.S.D.).

.5. Formaldehyde determination in alcoholic beverages

The proposed method was applied to determine formalde-
yde in alcoholic beverage samples with no further pretreatment,
hich were injected directly into the proposed flow system.
ll the alcoholic beverages evaluated here except the vodka

ample contained formaldehyde in the range of 1.4 × 10−6 to
.6 × 10−6 mol L−1, reinforcing the need for evaluating the lev-
ls of this carbonyl compound in this type of sample. The
esults obtained by the proposed method were compared with the
luoral-P bath procedure (Table 3) [1] as reference, and a paired

-test [48] confirmed their congruence at a 95% confidence level.

. Conclusions
The proposed system was successfully applied to determine
ormaldehyde in alcoholic beverage samples, providing good
epeatability and accuracy. The flow analysis system displayed

[

[
[

12 60
0.2 2.02

15 3.1

igh sensitivity, a low detection limit and a wide linear range.
his system proved suitable for routine analyses, as indicated
y its high sample throughput, low reagent consumption, minor
aste generation, and the fact that it requires no sample pretreat-
ent.
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bstract

A flow injection hydride manifold was coupled to a 150 W tungsten coil electrothermal atomizer for in situ hydride collection followed by
elenium and arsenic determination by ET AAS. Rhodium (200 �g), thermally reduced over the double layer tungsten atomizer, was very efficient
t collecting selenium or arsenic hydrides. Prior to analysis, biological samples were digested in closed-vessels microwave digestion system. Prior
o the hydride formation, both selenium and arsenic were reduced to valence state (IV) and (III), respectively. The detection limit was 35 ng L−1

or selenium and 110 ng L−1 for arsenic. Sample throughput was 70 h−1 using 30 s of hydride trapping time. Method accuracy was evaluated by

nalyzing biological-certified reference materials from the National Institute of Standard and Technology (SRM-1577a and SRM-1577b “bovine
iver” and RM-8414 “bovine muscle powder”) and from the International Agency for Energy Atomic (A-13 “animal blood”) and one water-certified
eference material from the National Institute of Standard and Technology (SRM-1640 trace elements in natural water). By applying a t-test, there
as no significant difference at the 95% probability level between the results obtained with the proposed method and those certified values.
2007 Elsevier B.V. All rights reserved.
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eywords: Flow injection; Hydride generation; In situ trapping; Selenium hydr

. Introduction

Hydride generation is a useful preconcentration technique
hat improves sensitivity and selectivity in atomic absorption
pectrometry for elements able to form volatile hydrides. Tra-
itionally, a heated quartz cell is used as atomizer to both
ecompose the volatile hydrides and atomize the element before
etermination by atomic absorption spectrometry. However, the
se of in situ trapping techniques, with atomizers acting as both
hydride collector medium and atomization cell, are much more
ttractive, providing easily automation, improving the detection
imits and eliminating interferences in vapor phase. Over the
ast years, graphite furnaces have been extensible used for this
pproach [1–13]. The atomizer surface can be either an uncoated

ube or a tube treated with a chemical modifier (mainly a noble

etal and/or a carbide-forming element). These chemical mod-
fiers are usually able to interact with selenium, arsenic and

∗ Corresponding author. Tel.: +55 1636024701.
E-mail address: fbarbosa@fcfrp.usp.br (F. Barbosa Jr.).
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rsenic hydride; Tungsten coil atomizer; Rhodium permanent modifier

ther hydride-forming elements, stabilizing them to much higher
emperatures [10,11,14–19].

Nowadays, with the interest to development of low cost,
ompact and portable instrumentation mainly for clinical and
nvironmental analysis, the use of a filament or coil atomizers
ppear to be a good alternative to traditional graphite furnaces
n electrothermal atomic absorption spectrometry. More than
hat, these atomizers should be considered to be a complemen-
ary atomizer. Tungsten coils are inexpensive and chemically
nert. Moreover, a fast heating rate (>10 K ms−1) is attained
ith a low power supply, which is also associated with the

ow coil mass (100 mg), and the low specific heat of tung-
ten (0.133 J g−1 K−1). Then, as the coil cool very fast there
s no need for an external cooling system. Unfortunately,
n spite of its simplicity and promising analytical capabili-
ies, open atomizers, such as tungsten coils, provide far from
sothermal conditions. Then, determinations can be severely

ffected by interference effects [20–22], limiting the applica-
ions of this atomizer. As a good alternative, the use of a
reliminary preconcentration step may overcome its limitations
20,23,24]. However, to stimulate the use in routine analysis,
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tria); bovine liver (SRM-1577a and SRM-1577b), bovine muscle
powder (SRM-8414), trace elements in natural water (SRM-
1640) from National Institute of Standards and Technology
(NIST, Gaithersburg, USA).

Table 1
Tungsten coil furnace heating programs

Step Temperature (◦C) Time (s) Gas flow rate
(L min−1)

Direct injection In situ trapping

1 120 (400a–520b) 10.0 (30.0) 0.8
2 1400c–1500d – 10.0 0.8
3 2200 2200 1.0 0.8
52 S.S. de Souza et al. / T

he selected preconcentration method needs to be simple and
ast.

Barbosa et al. [25] demonstrated the feasibility of the use of
150 W tungsten coil atomizer with the surface modified with

hodium acting as in situ hydride collector and electrothermal
tomizer for selenium determination in water samples at ppt
evels. After that, Cankur et al. [26] illustrated the use of a W-
oil for on-line trapping of Bi hydride and determination by
tomic absorption spectrometry. In that work, the hydride was
reviously trapped on a W-coil and then vaporized (at 1200 ◦C)
nd transported to a externally heated silica tube atomizer placed
n the optical path for bismuth determination by AAS.

In the present work, we investigated the feasibility of the use
f a 150 W tungsten coil atomizer as both atomizer and con-
entration medium for in situ trapping of selenium and arsenic
ydrides and determination by electrothermal atomic absorption
pectrometry in biological and water samples.

. Material and methods

.1. Instruments and apparatus

A Varian SpectrAA-40 atomic absorption spectrometer was
oupled to a Varian DS-15 data station. Selenium and arsenic
ollow cathode lamp from the same manufacturer were used for
easurements of atomic signals at 196.0 and 197.3 nm, respec-

ively. Measurements were based on peak height absorbance
ecorded with a time constant of 50 ms.

The tungsten coil (OSRAM 150 W) atomizer was fixed in
wo copper electrodes supported by a PTFE fitting, which was
nserted into a 10 cm flow through cell mounted in a perspex
ase. The whole assembly replaced the Varian GTA-96 graphite
urnace as previously described [27]. The tungsten coil was
eated by a programmable power supply with a voltage feed-
ack circuit (Anacom Equipment and Systems, São Bernardo do
ampo, SP, Brazil). The power supply was interfaced with the
S-15 Data Station, thereby enabling the tungsten coil furnace
peration to be started by pushing the START GTA command
27]. A mixture of 90% argon + 10% hydrogen was used as
rotective gas, and argon was used as a carrier gas for hydrides.

Coil temperatures used during this work and showed in
elsius degrees were attained by the use of two-band optical
yrometer and the use of some substances melting points and
ere measured with a dried filament [28].

.2. Reagents

All reagents used were of analytical-reagent grade, except
Cl and HNO3 which were previously purified in a quartz

ub-boiling stills (Kürner) before use. A clean laboratory and
aminar-flow hood capable of producing class 100 were used
or preparing solutions. High purity de-ionized water (resistivity
8.2 m� cm) obtained using a Milli-Q water purification system

Millipore, Bedford, MA, USA) was used throughout. All solu-
ions were stored in high-density polyethylene bottles. Plastic
ottles, autosampler cups and glassware materials were cleaned
y soaking in 10% (v/v) HNO3 for 24 h, rinsing five times with
a 73 (2007) 451–457

illi-Q water and dried in a class 100 laminar flow hood before
se. All operations were performed in a clean bench.

Stock solutions of selenium(IV) 1000 mg L−1 were obtained
rom Na2SeO4 (Aldrich) and of arsenic(III) 1000 mg L−1 from
s2O3 (Aldrich). Analytical calibration standards were prepared
aily over the range of 0–10 �g L−1 for Se and As by suitable
erial dilutions of Se(IV) stock solution in 10% (v/v) HCl and
s(III) stock solution in 10% (v/v) HCl, respectively.
Rhodium stock solution, 1000 mg L−1, was prepared by dis-

olving 51 mg of RhCl3 (Sigma, USA) in 25 mL of 2% (v/v)
NO3.
Sodium tetrahydroborate solutions were prepared daily by

issolving of the powder (Merck, USA) in 1 L of 0.05% (m/v)
odium hydroxide (Merck) solution. l-Cysteine (Sigma) was
sed for As(V) reduction. A solution of 40% (m/v) urea was
btained by dissolving 40 g urea (ACS reagent, Aldrich, USA)
n 100 mL of Milli-Q water.

For comparative purposes and to check the system daily,
rsenic and selenium analytical calibration curves was built with
olutions containing 0.0–250 �g L−1 Se in 0.2% (v/v) HNO3
nd with solutions containing 0.0–250 �g L−1 As in 0.2% (v/v)
NO3 which were directly delivered on the tungsten coil surface
reviously coated with 200 �g Rh.

Signal stability in the pyrolysis step for both conditions
direct injection or trapped) up to 1400 and 1500 ◦C was attained
or selenium and arsenic, respectively.

For all experiments, signals were obtained by peak high
bsorbance, and the background absorption measurement was
nnecessary.

The heating program showed in Table 1 was used for selenium
nd arsenic determination by tungsten coil atomic absorption
pectrometry using in situ hydride collection and direct injection
f the standard Se and As solutions.

.3. Samples

The following reference materials were used for checking
he accuracy of the proposed method: animal blood (A-13),
rom International Atomic Energy Agency (IAEA, Viena, Aus-
a In situ trapping of selenium hydride.
b In situ trapping of arsine.
c Pyrolysis temperature for selenium.
d Pyrolysis temperature for arsenic.
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Table 2
Microwave oven heating program for the decomposition of biological materials

Step Temperature (◦C) Power (W) Time (min)

1 160 550 3.0
2 160 0 0.5
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accordingly for recording the transient signals. This furnace can
be operated outside the spectrometer optical path. Thus, the
SpectrAA-40 original software was used throughout with the
tungsten coil furnace in its path.

Table 3
Operating parameters and sequence for in situ trapping over the tungsten coil

Step Function V1 V2 W-coil
Temperature
(◦C)

Duration (s)

1 Move autosampler arm to
the tungsten coil atomizer

Off Off Room temperature 10

2 Hydride collection
(Fig. 1)

On On 400a/520b 30

3 Move autosampler arm Off Off 2200 10
3 180 700 5.0
4 230 1000 15.0

.4. Wet digestion

.4.1. Selenium determination in biological samples
Samples were digested in closed-vessels by using microwave

et decomposition system (Milestone ETHOS 1600) according
o the following procedure.

Samples (0.10–0.25 g) were accurately weight in a PFA
igestion vessel, and then 4 ml of 20% (v/v) nitric acid + 2 mL
f 30% (v/v) H2O2 was added. The bomb was placed inside the
icrowave oven, and the decomposition was carried out accord-

ng to the program shown in Table 2. After cooling, the bomb
aps were withdrawn of the microwave oven, and 2 mL of con-
entrate HCl was added to each one. Then, only the third step of
he MW oven program shown in Table 2 was applied for Se(VI)
eduction to Se(IV). Finally, 200 �L of 40% (m/v) urea solution
as added to the digestate (with shaking carefully) before the
etermination of selenium for NOx fumes elimination that might
e present after sample digestion.

.4.2. Arsenic determination in water samples
For As(V) reduction to As(III), l-cysteine (0.1 g per

00.0 mL of solution) was added to water samples and left to
tand for 30 min at room temperature before analysis.

.5. Coating of the tungsten coil atomizer

The permanent coating was made by delivering 10 aliquots
f 20 �L (1000 mg L−1 Rh) over the tungsten coil surface (mass
verall = 200 �g Rh). Each aliquot was run through a heating
ycle (drying 300 ◦C, 40 s; pyrolysis 1200 ◦C, 10 s; atomization
000 ◦C, 3 s).

.6. Flow injection hydride generation

The flow system was similar to that already described [20],
nd consisted of an Ismatec IP12N peristaltic pump and NRe-
earch 161T031 three-way solenoid valves controlled by a PC
86 microcomputer. The solenoid valves and the tungsten coil
ower supply were simultaneously controlled by a software
ritten in Visual Basic [20,27].
PTFE conduit tubes (0.80 mm i.d.) were used throughout.

o automatically set up the quartz capillary over the tungsten
oil during the collection of hydrides, we have first modified
he autosampler of the AAS by replacing the end section of

he PTFE sample delivery tube by a quartz capillary tube of
0 mm long × 1.5 mm o.d. × 1.1 mm i.d. as previously described
25]. The distance between the atomizer and quartz tube was
ptimized in 1 mm. The gas–liquid separator was a stripping-
ig. 1. Design for selenium and arsenic hydride in situ trapping over the tungsten
oil atomizer.

ype cylinder made of acrylic (10 mm internal diameter, 60 mm
eight) with 50% of its volume filled with glass beads. The outlet
f the gas liquid separator was passed through a PTFE membrane
o remove moisture.

In situ collection took place when the hydride came from the
uartz tube and touched the tungsten rhodium-coated surface.
ig. 1 shows the design of the coupled system used in this work.

.7. Procedure

In the first step, the autosampler arm containing the quartz
ube is moved to the coil furnace keeping a distance of 1 mm
rom the coil atomizer, by pushing the button “align sampler”
n the DS-15 Data Station. In the next step, valves V1 and V2
re switched on for 30 s for selenium or arsenic hydride trap-
ing over the tungsten coil. After this, valves are switched-off,
nd the align sampler button was pressed. During this step, the
eagent re-circulates, and sample is replaced by another one. The
omplete procedure is described in Table 3.

Then, one pushes the start GTA button for simultaneously
tarting the heating programs of the tungsten coil (Table 1) and
urnace, so that the transient signals could be visualized in the
ata station during the atomization. The synchronism was pos-
ible by using a two-step heating program running at 40 ◦C
or the furnace, the second step time duration being adjusted
back to the resting
position, atomize and read

a Selenium.
b Arsenic.
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Table 4
Optimized conditions for generation of selenium and arsenic hydrides and deter-
mination by TC AAS

Parameter Se As

Spectrometer conditions
Resonance wavelength (nm) 196.0 193.7
Band pass (nm) 1.0 0.5

Hydride generation conditions
NaBH4 concentration (%, m/v) 0.7 1.0
NaBH4 flow rate (mL min−1) 2.2 2.2
Sample flow rate (mL min−1) 3.0 3.0
Ar flow rate (mL min−1) 77.0 25.0
Trapping time (s) 30 30
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from 10 up to 250 �g (Fig. 3). However, in order to increase the
coating lifetime, 200 �g of the modifier were chosen, assuming
that the lifetime has a close relationship with the modifier mass.
Trapping temperature (◦C) 400 520
Sample throughput (h−1) 70 70

The procedure was repeated for each analysis and a sample
hroughput of 70 samples h−1 was attained. The analytical curve
as then obtained by pumping (0.0–10.0 �g L−1 Se in 10% (v/v)
Cl) or (0.0–10.0 �g L−1 As in 10% (v/v) HCl) reference solu-

ions at a flow rate of 3.0 mL min−1 during 30 s. The optimized
onditions showed in Table 4 were used.

. Results and discussion

.1. Preliminary studies

In the preliminary experiments, pyrolysis temperature curves
ere obtained for the direct injection of arsenic and selenium

queous solutions in W-coils previously treated with rhodium.
or this experiment, 10 �L of a solution containing 300 �g L−1

e(IV) or 10 �L of a solution containing 200 �g L−1 As(III)
as delivered into the tungsten coil-coated with 100 �g Rh. The

tomization temperature was kept at 2200 ◦C. In these condi-
ions, selenium and arsenic was thermally stable up to 1400 and
500 ◦C, respectively (Fig. 2A and B). On the other hand, for
ntreated W-coils, selenium absorbance dropped for tempera-
ures higher than 250 ◦C. Conversely, a thermal stability up to
400 ◦C was observed for arsenic in untreated tungsten coils.
ruhn et al. [29] also observed a thermal stability for arsenic in
ntreated tungsten coil surface. This may occur through inter-
ctions of As with W metal or W species formed in the coil
urface generating the formation of W compounds with As [30].
owever, the use of the permanent rhodium modifier improved

rsenic sensitivity by a factor of two when compared to untreated
oils (Fig. 2B). We found the same thermal stability for both
irect injection of selenium and arsenic aqueous solutions and
rapped hydrides over the rhodium-coated W-coil. It means that
n both forms, trapped as hydrides or as aqueous solutions, sele-
ium and arsenic are able to form a stable compound with the
ermanent coating. Several authors have previously observed
he same findings [6,11,19,29,30].
.2. W-coil coating

In order to determine the most suitable amount of rhodium
odifier for in situ trapping of the selenium and arsenic hydrides F
ig. 2. Pyrolysis curves for direct injection of selenium and arsenic on the W-
oil atomizer with and without Rh permanent modifier (100 �g Rh). (A) Direct
njection of selenium and (B) direct injection of arsenic. See text for details.

n the tungsten coil, 2.0 �g L−1 Se(IV) in 10% (v/v) HCl and
.0 �g L−1 As(III) in 10% (v/v) HCl were used throughout as
eference solutions. Different masses of modifier were investi-
ated within the range 10–250 �g Rh. For both elements, similar
ensitivities were attained for thermally reduced rhodium masses
ig. 3. Influence of the rhodium mass on selenium and arsenic hydride trapping.
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.3. Evaluation of microwave sample decomposition and
re-reduction conditions for selenium and arsenic hydride
eneration

Nitric acid with hydrogen peroxide has demonstrated to be an
fficient mixture to decompose organic materials in open-vessel
eating or close-vessel systems. When closed systems combined
o microwave heating are used, sample matrix can be destroyed
ith the use of dilute acid solutions and reduced volumes of

oncentrated hydrogen peroxide [31,32]. In our study, a mixture
f 4.0 mL of 20% (v/v) HNO3 + 2.0 mL of 30% (v/v) H2O2 was
ufficient to decompose the biological materials. However, to
enerate the hydrides, the analyte pre-reduction is required after
ample decomposition. For selenium, it is usually performed
n HCl medium. Then, after digestion, the rotor with the ves-
els was transferred into a water bath and cooled down to room
emperature. From 1.0 to 5.0 mL of concentrate HCl was eval-
ated as a reduction medium. The covered vessels were heated
n the microwave oven for 5 min at 700 W (Table 3, step 3). In
his study, as low as 2.0 mL of concentrate HCl was efficient in
otal selenium reduction (selenium recovery in CRMs >90%).
n the case of arsenic, l-cysteine has been widely used as a
re-reductor for the determination of this element by Hydride
eneration AAS. Tsalev et al. [33] described some advantages

or its use: rapid and efficient reduction compared to other pre-
eductor systems, such as KI mineral acid and KI–ascorbic acid;
tability of the reducing solution, which may be stored for a
ong time; higher tolerance to interfering species. Bortoleto and
adore [34] have demonstrated that l-cysteine in acidic medium
as able to reduce up to 5 �g L−1 of As(V) in 30 min at room

emperature. In our study, we evaluated different concentrations
f l-cysteine for arsenic reduction, and 0.1 g of reagent per
00.0 mL of solution was sufficient for the total reduction of
rsenic to arsenic(III) (samples were left 30 min at room tem-
erature prior analysis). Similar results were also observed by
ortoleto and Cadore [34].

Decomposition procedures with the use of HNO3 result in
Ox fumes absorbed in the digestate that can lead to erroneously
igh results for determinations of hydride elements by HG-AAS.
he removal of these fumes usually requires open-vessel heating
ith concentrated sulfuric acid in a microwave oven, which was
oth potentially dangerous and labor intensive. In our study,
00 �L of 40% (m/v) urea solution was added to the digestate
with shaking carefully) before the determination of elements
35]. The amount of urea selected was found useful in ridding
he sample of interfering NOx fumes that might be present after
igestion [35].

.4. Optimization of borohydride concentration

The NaBH4 concentration was evaluated in order to obtain
he maximum sensitivity for selenium and arsenic determina-
ion (Fig. 4). For this study, sodium tetrahydroborate flow rate

as fixed at 2.5 mL min−1 and the concentration varied from
.1 to 1.5% (m/v). These concentrations were selected based on
revious papers with in situ trapping of arsenic and selenium
ydrides over the graphite surfaces [4,5,36–41]. It was observed

2
s
s
w

ig. 4. Effect of NaBH4 concentration. Atomizer was modified with 200 �g Rh.
or other parameters, see Table 4.

hat the best sensitivity was achieved when the NaBH4 concen-
ration ranged between 0.50 and 0.70% (m/v) for selenium and
etween 1.0 and 1.5% (m/v) for arsenic (Fig. 4). Same results
ere observed by Liao and Haug [42] for selenium and by An

t al. [3] for arsenic in graphite atomizers coated with Pd. How-
ver, with the use of NaBH4 concentrations higher than 1.0%
m/v), a reduction on selectivity during arsine formation has
een observed [3]. Therefore, as a compromise between selec-
ivity and sensitivity in the further experiments 0.70% and 1.0%
m/v) NaBH4 was used for selenium and arsenic in situ hydride
ollection, respectively.

.5. Optimizaton of collecting temperature

The optimum collecting temperature for selenium and arsenic
ydrides on the tungsten coil was evaluated. For this study, we
sed W-coils previously coated with 200 �g of Rh. First exper-
ments were performed without heating the tungsten coil. In
hese conditions, only selenium hydride trapped over the coated

-coil. For the subsequent experiments, the temperature of the
ungsten coil was varied from 50 to 1000 ◦C. The best temper-
ture for selenium and arsenic hydride collection was 400 and
20 ◦C, respectively.

.6. Effect of carrier gas flow rate

The effect of argon carrier gas flow rate on Se and As sensitiv-
ty was investigated as a function of peak height absorbance. For
his study, gas flow rates were varied from 0 to 340 mL min−1.
he protective gas flow rate (90% Ar + 10% H2) was maintained
t 0.8 L min−1 during the collection step. When a protective
as was not flowing during collection, a reduced hydride trap-
ing efficiency was observed for both analytes, but the effect is
ore evident for selenium. The optimal carrier gas flow rates

or the proposed in situ hydride trapping method was 77 and

5 mL min−1 for selenium and arsenic, respectively. For this
tudy, a 2.0 �g L−1 Se(IV) and a 2.0 �g L−1 As(III) reference
olutions in 10% (v/v) HCl, flowing at 2.5 mL min−1 during 30 s,
as used.
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Table 5
Determination of Se and As in standard reference materials

Sample Certified value Found value

Selenium
A-13 “animal blood” (�g g−1)a 0.24 0.22 ± 0.04
SRM-1577a “bovine liver” (�g g−1)b 0.71 ± 0.07 0.68 ± 0.10
SRM-1577b “bovine liver” (�g g−1)b 0.73 ± 0.06 0.70 ± 0.10
RM-8414 “bovine muscle powder”

(�g g−1)b
0.076 ± 0.010 0.071 ± 0.012

Arsenic
Trace elements in natural

w
26.67 ± 0.41 25.90 ± 0.51
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a International Atomic Energy Agency (IAEA).
b National Institute of Standard and Technology (NIST).

.7. Sample analysis

Accuracy of the proposed method was assessed with the
nalysis of four biological reference materials for selenium
etermination, and one water reference material for arsenic
etermination. In all the cases, the calibration was run against
queous reference solutions.

The obtained analyte contents were in agreement with the
ertified values (Table 5). After applying a t-test between each
air of data (certified and found), no differences were found
mong each pair of results at the 5% probability level, which is
ood indication of the accuracy of the proposed method.

.8. Analytical figures of merit

With the proposed system, the detection limit was 35 ng L−1

or selenium and 110 ng L−1 for arsenic (3 S.D., n = 20). Sam-
le throughput was 70 h−1 using 30 s of hydride trapping time.
nder the optimized conditions shown in Table 4, the achieved

nrichment factor for selenium and arsenic was 150 and 95,
espectively. Higher enrichment factors can be achieved by
ncreasing the trapping time. The analytical calibration curve
as linear within the 0.035–10.00 and 0.11–10.00 �g L−1 for

elenium and arsenic, respectively.
Each coating (200 �g of Rh), remained stable for at least

50 firings. Repeatability was <6% for Se (n = 50, SRM-
577a “bovine liver”, target value = 0.71 �g g−1 Se) and <4%
or As (n = 50, SRM-1640 “trace elements in natural water”,
arget value = 26.67 �g L−1). Reproducibility (between days)
as <10% for Se (n = 20, SRM-1577a “bovine liver”, target
alue = 0.71 �g g−1 Se) and <9% for As (n = 20, SRM-1640
trace elements in natural water”, target value = 26.67 �g L−1).
t was observed that there was no need for re-calibration during
he coating lifetime (approximately 1 day of routine analysis), as
he slope of analytical calibration curve did not show variations
igher than 5%. The final optimized conditions for selenium
nd arsenic hydride trapping using the proposed system are
escribed in Table 4.
. Conclusion

This paper describes an easy and a very sensitivite method for
elenium and arsenic determination in biological and water sam-

[

[
[

a 73 (2007) 451–457

les by using hydride generation W-coil (in situ trapping) atomic
bsorption spectrometry. The detection limit (DL) achieved in
ng L−1’ is comparable to those methods using in situ trapping
n graphite furnaces. Moreover, considerable improvement on
he enrichment factors can be achived by increasing the hydride
ollection time.

Our group is now evaluating the feasibility of the use of a
50 W tungsten coil for simultaneous in situ trapping of hydrides
nd determination by eletrothermal vaporization-ICP-MS.
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o Estado de São Paulo (FAPESP) and Conselho Nacional de
esenvolvimento Cientı́fico e Tecnológico (CNPq).

eferences

[1] J.Y. Cabon, W. Erler, Analyst 123 (1998) 1565.
[2] Z. Ajtony, N. Szoboszlai, Z. Bella, S. Bolla, P. Szakal, L. Bencs, Mikrochim.

Acta 150 (2005) 1.
[3] Y. An, S.N. Willie, R.E. Sturgeon, Spectrochim. Acta B 47 (1992) 1403.
[4] J.L. Burguera, M. Burguera, C. Rivas, P. Carrero, Talanta 45 (1998) 531.
[5] J.L. Burguera, P. Carrero, M. Burguera, C. Rondon, M.R. Brunetto, M.

Gallignani, Spectrochim. Acta B 51 (1996) 1837.
[6] C.D. Freschi, G.P.G. Freschi, J.A.G. Neto, At. Spectrosc. 25 (2004) 133.
[7] C.D. Freschi, G.P.G. Freschi, J.A.G. Neto, J.A. Nobrega, P.V. Oliveira,

Spectrochim. Acta B 60 (2005) 759.
[8] H.O. Haug, Y.P. Liao, J. Anal. At. Spectrom. 10 (1995) 1069.
[9] F. Laborda, J. Medrano, J.I. Cortes, J.M. Mir, J.R. Castillo, Spectrochim.

Acta B 54 (1999) 343.
10] J. Murphy, P. Jones, G. Schlemmer, I.L. Shuttler, S.J. Hill, Anal. Commun.

34 (1997) 359.
11] J. Murphy, G. Schlemmer, I.L. Shuttler, P. Jones, S.J. Hill, J. Anal. At.

Spectrom. 14 (1999) 1593.
12] J.F. Tyson, R.I. Ellis, G. Carnrick, F. Fernandez, Talanta 52 (2000) 403.
13] S. Garbos, M. Walcerz, E. Bulska, A. Hulanicki, Spectrochim. Acta B 50

(1995) 1669.
14] F. Barbosa, E.C. Lima, R.A. Zanao, F.J. Krug, J. Anal. At. Spectrom. 16

(2001) 842.
15] E.C. Lima, F. Barbosa, F.J. Krug, J. Anal. At. Spectrom. 14 (1999) 1913.
16] E.C. Lima, F. Barbosa, F.J. Krug, M.M. Silva, M.G.R. Vale, J. Anal. At.

Spectrom. 15 (2000) 995.
17] E.C. Lima, F. Barbosa, F.J. Krug, Anal. Chim. Acta 409 (2000) 267.
18] Y. Zhou, R.A. Zanao, F. Barbosa, P.J. Parsons, F.J. Krug, Spectrochim. Acta

B 57 (2002) 1291.
19] R.A. Zanao, F. Barbosa, S.S. Souza, F.J. Krug, A.L. Abdalla, Spectrochim.

Acta B 57 (2002) 291.
20] F. Barbosa, F.J. Krug, E.C. Lima, Spectrochim. Acta B 54 (1999) 1155.
21] C.G. Bruhn, J.Y. Neira, M.I. Guzman, M.M. Darder, J.A. Nobrega, Frese-

nius J. Anal. Chem. 364 (1999) 273.
22] X.D. Hou, Z. Yang, B.T. Jones, Spectrochim. Acta B 56 (2001) 203.
23] A.S. Ribeiro, M.A.Z. Arruda, S. Cadore, Spectrochim. Acta B 57 (2002)

2113.
24] A.S. Ribeiro, M.A.Z. Arruda, S. Cadore, J. Anal. At. Spectrom. 17 (2002)

1516.
25] F. Barbosa, S.S. de Souza, F.J. Krug, J. Anal. At. Spectrom. 17 (2002) 382.
26] O. Cankur, N. Ertas, O.Y. Ataman, J. Anal. At. Spectrom. 17 (2002) 603.
27] M.M. Silva, F.J. Krug, P.V. Oliveira, J.A. Nobrega, B.F. Reis, D.A.G.
Penteado, Spectrochim. Acta B 51 (1996) 1925.
28] Z.F. Queiroz, P.V. Oliveira, J.A. Nobrega, C.S. Silva, I.A. Rufini, S.S. de

Souza, F.J. Krug, Spectrochim. Acta B 57 (2002) 1789.
29] C.G. Bruhn, V.N. Huerta, J.Y. Neira, Anal. Bioanal. Chem. 378 (2004) 447.
30] F. Barbosa, F.J. Krug, E.C. Lima, Analyst 125 (2000) 2079.



alant

[

[
[
[
[
[

[
[
[

S.S. de Souza et al. / T

31] G.C.L. Araujo, M.H. Gonzalez, A.G. Ferreira, A.R.A. Nogueira, J.A.
Nobrega, Spectrochim. Acta B 57 (2002) 2121.

32] P.Y.T. Chow, T.H. Chua, K.F. Tang, B.Y. Ow, Analyst 120 (1995) 1221.

33] D.L. Tsalev, M. Sperling, B. Welz, Talanta 51 (2000) 1059.
34] G.G. Bortoleto, S. Cadore, Talanta 67 (2005) 169.
35] F.S. Li, W. Goessler, K.J. Irgolic, Anal. Commun. 35 (1998) 361.
36] J.F. Tyson, N.G. Sundin, C.P. Hanna, S.A. McIntosh, Spectrochim. Acta B

52 (1997) 1773.

[

[
[

a 73 (2007) 451–457 457

37] H. Matusiewicz, M. Kopras, J. Anal. At. Spectrom. 18 (2003) 1415.
38] H. Matusiewicz, M. Krawczyk, Anal. Sci. 22 (2006) 249.
39] M. Burguera, J.L. Burguera, M.R. Brunetto, M. Delaguardia, A. Salvador,
Anal. Chim. Acta 261 (1992) 105.
40] P. Carrero, A. Malave, J.L. Burguera, M. Burguera, C. Rondon, Anal. Chim.

Acta 438 (2001) 195.
41] P.E. Carrero, J.F. Tyson, Analyst 122 (1997) 915.
42] Y.P. Liao, H.O. Haug, Microchem. J. 56 (1997) 247.



A

F
n
t
e
e
r
T
t
f
f
©

K

1

r
c
i
o
m
t
d
s
a
h
m
e
s

0
d

Talanta 73 (2007) 589–593

Short communication

A simple approach for fabrication of dual-disk electrodes with a
nanometer-radius electrode and a micrometer-radius electrode

Ning Gao, Xiaohong Lin, Wenzhi Jia, Xiaoli Zhang ∗, Wenrui Jin ∗
School of Chemistry and Chemical Engineering, Shandong University, Jinan 250100, China

Received 22 December 2006; received in revised form 6 April 2007; accepted 6 April 2007
Available online 24 April 2007

bstract

We developed a new simple approach to fabricate dual-disk electrodes with a nanometer-radius electrode and a micrometer-radius electrode.
irst, nanometer-sized electrodes and micrometer-sized electrodes were constructed using 10-�m-radius metal wires, respectively. To fabricate the
anometer-sized electrode, after the apex of the 10-�m-radius metal wire was electrochemically etched to an ultrafine point with a nanometer-radius,
he metal wire was electrochemically coated with a phenol–allyphenol copolymer film. The micrometer-sized electrode was fabricated by directly
lectrochemical coating the metal wire with an extremely thin phenol–allyphenol copolymer film. Then, the nanometer-radius electrode (the first
lectrode) and the 10-�m-radius electrode (the second electrode) were inserted into two sides of a thick-septum borosilicate theta (θ) tubing,
espectively. The second electrode protruded from the top of the θ tubing. The top of the θ tubing was sealed with insulating ethyl �-cyanoacrylate.
he top of the θ tubing with both electrodes was ground flat and polished successively with fine sandpaper and aluminum oxide powder until
he tip of the first electrode was exposed. Since the second electrode protruded from the top of the θ tubing, its 10-�m-radius tip was naturally
ormed during polishing. The dual-disk electrodes were characterized by scanning electron microscopy and cyclic voltammetry. The success rate
or fabrication of the dual-disk electrodes is ∼80% due to double insurance from two coating layers of different polymers.

2007 Elsevier B.V. All rights reserved.
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. Introduction

During the last two decades, nanometer-to-micrometer-
adius electrodes have received considerable attention for
haracterization of electrode/electrolyte processes [1,2], imag-
ng of single biological macromolecules [1,3], investigation
f heterogeneous electron-transfer kinetics and mass-transport
echanisms [1,4–10] due to small capacitances, high mass

ransport rate, low ohmic potential drop (iR drop) and low
ouble-layer charging current, enabling electrochemical mea-
urements with small cell time constants in micro-environmental
nd biological specimens [11–15]. Micrometer-sized electrodes
ave been successfully used as tips in scanning electrochemical

icroscopy (SECM) for investigation of homogeneous and het-

rogeneous electrochemical and chemical processes, imaging of
urface topography or reactivity, and fabrication of microstruc-
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ures on surfaces [16–18]. Recently, there has been increasing
nterest in using of nanometer-sized electrodes to detect sin-
le molecules, to obtain high-resolution electrochemical images
nd to measure fast heterogeneous electron-transfer kinetics
19–33]. Disk-shaped nanometer-sized electrodes are often used
ecause they are relatively simple and can attain true steady-state
urrent. Two approaches have been used to fabricate nanometer-
ized electrodes. One is the glass-sealed approach. A metal wire
s sealed into a glass pipette. Then the metal wire covered with
lass is pulled into a nanometer-sized tip with the help of a laser
ipette puller. Finally, the tip covered with glass is exposed either
y etching away or by micropolishing a small portion of glass
nsulator. An important advantage of the nanometer tips cov-
red with glass is its rigidity. Another is the insulator-coated
pproach. Usually, the apex of a micrometer-radius metal wire
s electrochemically etched to a nanometer size. Then, the etched
etal wire is coated with an insulator. Finally, the nanometer-
ized apex is exposed. This approach is simple and no laser
ipette puller is needed. This type of nanometer-sized elec-
rodes has been fabricated in our laboratory [34]. However, the
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uccess rate is low due to cracking of the films coaled on the
lectrodes. Moreover, the electrodes coated with polymer are
lastic. Therefore, simple approaches for fabrication of rigid
anometer-sized electrodes should be developed. The technique
or detection of dual species and collection of dual information in
sample has been developed. Simultaneous amperometric mea-

urement of ascorbate and catecholamine secreted from a single
ell using two individual micrometer-sized electrodes has been
eported [35]. Dual-disk electrodes with two micrometer-sized
lectrodes are very convenient for detection of two electroactive
pecies [36] and for acquirement of dual information in sin-
le cells [37]. Micrometer-sized dual-disk electrodes have been
sed for distance control and detection of nitric oxide release
rom cells [38,39]. There is no report on dual electrodes with a
anometer-sized electrode.

In this work, we developed a simple approach with a high
uccess rate to fabricate dual-disk electrodes consisting of a
anometer-radius electrode and a micrometer-radius electrode.
irst, a nanometer-radius electrode was constructed by using
lectrochemical etching the tip of a 10-�m-radius metal wire and
lectrochemical coating an extremely thin phenol–allyphenol
opolymer film on the etched tip. Then, the nanometer-radius
lectrode (the first electrode) and a micrometer-radius electrode
the second electrode), which was fabricated by electrochemi-
al coating an extremely thin phenol–allyphenol copolymer film
n the surface of a 10-�m-radius metal wire, were inserted into
wo sides of a thick-septum borosilicate θ tubing pulled by a
aser micropipette puller, respectively. The first electrode was
mbedded in the tip of the θ tubing and the second electrode
as slightly protruded from the top of the θ tubing. The θ tub-

ng was sealed with insulating ethyl �-cyanoacrylate. Finally,
he top of the θ tubing with both electrodes was successively
round with fine sandpaper, and then polished with finer alu-
inum oxide powder until the nanometer-radius tip of the first

lectrode was exposed. Since the second electrode was pro-
ruded from the top of the θ tubing, its 10-�m-radius tip was
aturally formed during polishing. Gold as the electrode mate-
ial was chosen in this work. Using this approach, the success
ate for fabrication of the dual-disk electrodes is very high
ue to double insurance from two coating layers of different
olymers.

. Experimental

.1. Reagents

Reagents and solution preparation were the same as in our
revious work [34].

.2. Apparatus

A CHI 900 scanning electrochemical microscope (CH Instru-
ents, Austin, TX, USA) was used to perform electrode
haracterization. Electrochemical experiments were carried out
ith a three- or a four-electrode system that consisted of one
r two electrodes of a dual-disk electrode, an Ag/AgCl elec-
rode (1 mol/L KCl) as the reference electrode, and a Pt wire

K
s
i
o
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s the auxiliary electrode. The detection cell with the three-
r four-electrode system was housed in a Faraday cage in
rder to minimize the interference from noise from external
ources. A P-2000 laser micropipette puller (Sutter Instrument
o., Novato, CA, USA) was used to make a dual pipette by
ulling borosilicate θ tubing (1.5-mm o.d., BT-150-10, Sutter
nstrument Co.).

.3. Fabrication of dual-disk electrodes with a
anometer-radius disk electrode and a micrometer-radius
lectrode

First, nanometer-sized Au disk electrodes and micrometer-
ized Au electrodes were constructed, respectively. To fabricate
nanometer-sized Au electrode, a 10-�m-radius Au wire with
copper lead was electrochemically etched and then electro-

hemically coated with an extremely thin phenol–allyphenol
opolymer film according to our previous work [34]. For fabri-
ation of a micrometer-sized Au electrode, a 10-�m-radius Au
ire with a copper lead was directly electrochemically coated
ith the phenol–allyphenol copolymer film. In this case, the
anometer-sized and micrometer-sized tips of all Au wires were
horoughly insulated. To make sure the insulativity of the Au
ires, the tip of the Au wire was inserted in a solution consist-

ng of 0.500 mol/L KCl and 1.0 × 10−2 mol/L K3Fe(CN)6, and
canned in the potential range of 0.45 to −0.05 V. When there
as no current response, the insulated Au wire was used to make

he dual-disk electrode. The dual-electrode with a nanometer-
adius Au disk electrode and a micrometer-radius Au electrode
as constructed using a borosilicate θ tubing, named for its

esemblance to the Greek letter theta (θ). The borosilicate θ

ubing was pulled using a P-2000 laser micropipette puller to
ake a dual pipette with two orifices. Then, a nanometer-sized

lectrode and a 10-�m-radius electrode were inserted with care
nto two sides of the thick-septum borosilicate θ tubing from
heir two large openings, respectively. The 10-�m-radius elec-
rode was slightly protruded from the top of the θ tubing. The
opper leads of both electrodes were secured in the θ tubing
ith epoxy resin. The pulled fine top of the θ tubing was sealed
ith ethyl �-cyanoacrylate by inserting the top of the θ tubing

o the low-viscosity adhesive that could permeate into the θ tub-
ng by capillary force. The top of the θ tubing with both sealed
lectrodes was ground flat with emery paper. The top of the
tubing was periodically monitored under an optical inverted
icroscope. When the distance between the surface and the tip

f the nanometer-sized electrode was less than 1 �m, the insu-
ated layer was polished on a wetted felt pad with successively
ner aluminum oxide powder (1 and 0.05 �m diameter). During
olishing, the insulated layer was rinsed with water each 5 min.
o know whether the tip of the nanometer-sized electrode was
xposed, the electrochemical response of the nanometer-sized
lectrode was periodically determined by using voltammetry in
solution containing 0.500 mol/L KCl and 1.0 × 10−2 mol/L

3Fe(CN)6. At this stage, the polishing rate should be very

low. When the voltammetric response could be obtained, pol-
shing the dual electrode was stopped. In this case, the radius
f the micrometer-sized electrode was 10-�m. Thus, the dual-



N. Gao et al. / Talanta 7

Fig. 1. Schematic representation of the dual-disk electrode with a nanometer-
radius Au electrode and a 10-�m-radius Au electrode. 1, 10-�m-radius Au
wire with a nanometer-sized tip coated with phenol–allyphenol copolymer; 2,
1
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0-�m-radius Au wire coated with phenol–allyphenol copolymer; 3, ethyl �-
yanoacrylate; 4, borosilicate θ tubing; 5, copper lead; 6, epoxy resin; 7, silver
poxy.

isk electrodes with a nanometer-radius disk electrode and a

icrometer-radius electrode was constructed. The schematic

epresentation of the dual-disk electrode with a nanometer-
adius Au electrode and a 10-�m-radius Au electrode was shown
n Fig. 1.

s
t
l
A

ig. 2. Cyclic voltammograms of nanometer-sized Au electrodes with different radii
alculated effective radius (nm): (A) 10 nm, (B) 17 nm, (C) 22 nm, (D) 90 nm, (E) 15
3 (2007) 589–593 591

. Results and discussion

Cyclic voltammetry can be used to test the electrochemical
haracteristics of nanometer-radius disk electrodes and to obtain
heir effective radius from the diffusion-limiting steady-state
urrent based on Eq. (1) [40]:

T,∞ = 4nFDcr (1)

here D and c are the diffusion coefficient and the bulk con-
entration of the mediator species, respectively, r the effective
adius of the electrode, n the number of electrons transferred and

is the Faraday constant. Fig. 2 shows the cyclic voltammo-
rams of nanometer-radius electrodes in dual-disk electrodes in
.500 mol/L KCl and 1.0 × 10−2 mol/L K3Fe(CN)6. Six to eight
oltammograms for each electrode were recorded. The steady-

tate currents on all voltammograms of each electrode are almost
he same, implying the no cracks between the Au tip and the insu-
ation layer as well as good stability of the dual-disk electrodes.
ll voltammograms remain sigmoidal and are very well shaped

in dual-disk electrodes in 1.0 × 10−2 mol/L K3Fe(CN)6 and 0.500 mol/L KCl.
8 nm and (F) 504 nm. Scan rate, 10 mV/s.
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Fig. 3. Scanning electron microscope (SEM) micrograph of (A) a dual-disk
electrode with a 10-nm-radius Au electrode and a 10-�m-radius Au electrode
shown in Fig. 2A with an amplification factor of 700 and SEM micrographs of the
10-nm-radius Au electrode in the dual-disk electrode with an amplification factor
of (B) 24,000 and (C) 50,000. 1, 10-�m-radius Au electrode and 2, 10-nm-radius
92 N. Gao et al. / Tala

ith a flat plateau for scan rates of 10–50 mV/s. Moreover,
elatively low charging current can be observed in the voltammo-
rams, indicating that these electrodes in the dual-disk electrodes
re disk-shaped, not “lagooned” [1,24]. It can be noted from
hese voltammograms that the background currents are very
ow. This also demonstrates that there is no apparent solution
eakage through the insulator. When D = 7.2 × 10−6 cm2/s [41],
= 1.0 × 10−2 mol/L and n = 1 are used, the radii of the elec-

rodes for the voltammograms shown in Fig. 2 are calculated
o be 10, 17, 22, 90, 158 and 504 nm, respectively. The success
ate for fabrication of the dual-disk electrodes is ∼80% due to
ouble insurance from two coating layers of different polymers.

Fig. 3 shows the scanning electron microscopy (SEM) micro-
raph of a dual-disk electrode with a 10-nm-radius Au electrode
nd a 10-�m-radius Au electrode shown in Fig. 2A. It is clear
hat the surface of both electrodes in the dual-disk electrode
s smooth and flat without cracks between the Au tip and the
-cyanoacrylate adhesive. The �-cyanoacrylate adhesive sur-

ounding both Au tips slightly protrudes the wall of the θ

ubing. This does not affect voltammetric behavior of both tips,
ecause the �-cyanoacrylate adhesive is flat relative to both
u tips.
For two neighboring working electrodes, the cross-talking

nfluence, i.e., one electrode collects the electrogenerated
pecies from another electrode due to the overlapping of the
teady-state diffusion layers at both electrodes, should be inves-
igated. Matsue and co-worker [37] measured the collection
fficiency (the ratio of the reduction current at one disk elec-
rode to that at another disk electrode) for micrometer-sized
ual-disk electrodes. They indicated that when the gap between
wo disks was ∼16 �m for a dual-disk electrode with a radius
f ∼2.7 �m for each, the collection efficiency is 6%. To
stimate the collection efficiency of the dual-disk electrodes
eported here, we simultaneously recorded the voltammograms
f a electrode and the currents of another electrode for the
ual-disk electrode consisting of two 10-�m-radius Au elec-
rodes with a gap of ∼83 �m. In the experiment, the potential
f one disk electrode (electrode A) is scanned with a scan
ate of 20 mV/s and another disk electrode (electrode B) is
eld at different potentials from 0 to 0.500 V. Fig. 4 shows
he cyclic voltammograms of electrode A in 1.0 × 10−2 mol/L

3Fe(CN)6. The currents at electrode B at different poten-
ials are different. When the potentials of 0–0.3 V are applied
t electrode B, K3Fe(CN)6 is reduced to K4Fe(CN)6, which
an be judged from the voltammograms of electrode A. The
ore positive the potential is, the less the current is. The

yclic voltammograms and the steady-state currents of elec-
rode A do not change with potential of electrode B, implying
hat the product K4Fe(CN)6 of electrochemical reaction gen-
rated by electrode B is not detected by electrode A. When
he potential applied at electrode A is scanned from 0.5 to

0.1 V, the currents of electrode B held at different potentials
re almost the same. The phenomena indicate that K4Fe(CN)6

enerated by electrode A in the range of 0.3 to −0.1 V is
ot detected by electrode B. The zero collection efficiency
etween both electrodes in the dual-disk electrode means that
he electrochemical interference from the neighboring disk

Au electrode.
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Fig. 4. Cyclic voltammograms of electrode A in a dual-disk electrode with a
radius of 10 �m for each in 1.0 × 10−2 mol/L K Fe(CN) and 0.500 mol/L KCl,
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s well as relationship between current of electrode B held at different potentials
nd scan potential on electrode A. Potential scan rate of electrode A, 20 mV/s;
otential of electrode B: 1, 0 V; 2, 0.1 V; 3, 0.2 V; 4, 0.3 V; 5, 0.4 V; 6, 0.5 V.

lectrode is negligible. Based on the experimental results,
he collection efficiency for the dual-disk electrodes with a
anometer-radius disk electrode and a 10-�m-radius disk elec-
rode should be also zero due to larger gap than ∼83 �m.
t is not surprise, because the collection efficiency reduces
ith increasing the gap. This conclusion is agreement in
atsue’s work, because the gap of the dual-disk electrodes

escribed here is much larger than that reported by Matsue et al.
∼16 �m).

. Conclusions

It has been demonstrated that the dual-disk electrodes with a
anometer-radius electrode and a micrometer-radius electrode
escribed herein have following advantages: (1) The fabrica-
ion approach is simple and the success rate is high; (2) The
isk for the leakage of the insulating sheath is reduced due to
ouble insurance from two coating layers of different polymers;
3) The dual-disk electrodes can be made of different mate-
ials; (4) There is no electrochemical cross-talking influence
etween both electrodes in the dual-disk electrodes; (5) The
pproach can also be used to fabricate single electrodes with
anometer-radius tips; (6) The electrodes fabricated by using
he approach are hard, not easy to be broken and often can be
eused.
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bstract

Bis(2-hydroxyacetophenone)butane-2,3-dihydrazone (BHAB) was used as new N-N Schiffs base which plays the role of an excellent ion carrier
n the construction of a Cu(II) membrane sensor. The best performance was obtained with a membrane composition of 30% poly(vinyl chloride),
5% o-nitrophenyloctyl ether (NPOE), 7% BHAB and 8% oleic acid (OA). This sensor shows very good selectivity and sensitivity towards copper
on over a wide variety of cations, including alkali, alkaline earth, transition and heavy metal ions. The effect of membrane composition and pH
nd influence of additive anionic on the response properties of electrode were investigated. The electrode exhibits a Nernstian behavior (with slope
f 29.6 mV per decade) over a very wide concentration range (5.0 × 10−8 to 1.0 × 10−2 mol L−1) with a detection limit of 3.0 × 10−8 mol L−1
2.56 ng mL−1). It shows relatively fast response time, in whole concentration range (<15 s), and can be used for at least 12 weeks in the pH
ange of 2.8–5.8. The proposed sensor was successfully used to determination of copper in different water samples and as indicator electrode in
otentiometric titration of copper ion with EDTA.

2007 Elsevier B.V. All rights reserved.
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. Introduction

Determination of copper assumes importance in view of its
idespread occurrence in environmental samples. As such large

oncentrations of copper can be tolerated by human beings,
owever, excessive dosage and long term exposure may cause
rritation of the nose, mouth and eyes and it causes headache,
tomach ache, dizziness, vomiting and diarrhea. Copper defi-
iency results in anemia while its accumulation resulting in
ilson disease [1]. A number of instrumental methods such as

nductively coupled plasma/mass spectrometry [2,3], stripping
otentiometry with matrix-exchange techniques [4], voltam-
etry [5], atomic absorption spectrometry [6–8] and UV–vis
pectrometry [9,10] are employed for the determination of cop-
er at low concentration levels. Most of these methods are either
ime consuming, involving multiple sample manipulations, or

∗ Corresponding author.
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ne)butane-2,3-dihydrazone (BHAB)

oo expensive for most analytical laboratories. Potentiometric
ethod with using an ion sensor as an indicator electrode is

n alternative method for determination of copper. The devel-
pment and application of ion-selective electrodes continue
o be an interesting area of analytical research as they pro-
ide accurate, rapid, non-destructive and low cost methods of
nalysis. Besides this, online monitoring is possible by these
evices but efforts made so far for developing good copper-
elective electrodes [11–20] have not been very successful.

ost of them suffer from poor selectivity, narrow concentration
ange, non-Nernstian response, long response time, and poor
eproducibility. Efforts are, therefore, still continued to develop
elective and sensitive sensor systems.

The Schiff bases (SB) are known to form stable complexes
ith transition metal ions, and they act as ion carriers in the poly-
eric membrane. Almost all of metals form 1:1 metal complexes

ith SBs. The feature of SBs give geometric and cavity control
f host–guest complexation and modulation of its lipophilic-
ty, and produce remarkable selectivity, sensitivity and stability
or a specific ion. The resulting SB complexes have attracted
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ncreasing attention in the area of ionic binding due to their
nique properties and reactivity. Schiff bases with N and O as
onor atoms are well known to form strong complexes with
ransition metal ions and recently were used as ionophore in
on-selective electrodes for determining cations such as Ni(II)
15], Pb(II) [21], La(III) [22], Co(II) [23] and Al(III) [24].
chiff base upon deprotonation form complexes with Cu2+,
hich act as charge carriers in the membrane matrix. In the
resent work a Schiff base, bis(2-hydroxyacetophenone)butane-
,3-dihydrazone (BHAB) as a ionophore with N and O donor
toms was used for construction of Cu(II) ion-selective sen-
or. It shows a good Nernstian response with low detection
imit and long linear range in comparison with other reports
17,18,25–29].

. Experimental

.1. Reagents

Reagent grade, o-nitrophenyloctyl ether, benzyl acetate (BA),
odium tetraphenylborate (NaTPB), oleic acid (OA), tetrahydro-
uran (THF) and high relative molecular weight PVC (all from

erck) were used as received. The nitrate and chloride salts
f all cations used (all from Merck) were of the highest purity
vailable and were used without any further purification except
or vacuum drying over P2O5. Triply distilled deionized water
as used throughout.

.2. Synthesis of BHAB

The Schiff’s base bis(2-hydroxyacetophenone)butane-2,3-
ihydrazone (BHAB) (Fig. 1) was synthesized as follows:

Step one, the synthesis of butane-2,3-dihydrazone: To a boil-
ng solution of 11.63 g of aqueous hydrazine (0.24 M) in 100 mL
f methanol, were added 75 mL of biacetyl (0.12 mol, 10.33 g),
ver a period of 120 min. Refluxing was continued for an
dditional 60 min. Then 200 mL of water were added and the
ethanol was removed by distillation. After cooling the result-

ng aqueous solution in an ice-bath, white crystals of the product
ere formed. These were filtered, washed with a little water,

ecrystallized from 100 mL of hot methanol, and dried in vac-

um, m.p. 158–159 ◦C (reported 158 ◦C); Yield ∼54%. Anal.
alcd. for C4H10N4: C, 42.09; H, 8.83; N, 49.08. Found: C,
2.16; H, 8.71; N, 49.74. IR (KBr, cm−1): 3330, 3180 (νN–H);
580 (νC N); 1615 (νNH2).

ig. 1. Structure of the ionophore bis(2-hydroxyacetophenone)butane-2,3-
ihydrazone (BHAB).
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Step two, the Schiff-base ligand was prepared according
o literature through the well known, as follows: 2,3-
utanedihydrazone (1.14 g, 0.01 mol) was dissolved in 50 mL
thanol and then transferred into a 250 mL three-necked flask.
nder reflux 2.72 g (0.02 mol) of 2-hydroxyacetophenone in
0 mL of ethanol was added drop wise to the flask. The stirred
ixture was kept reacting for 3 h under reflux, and then cooled

o room temperature. The solid product was filtered, and the
roduct was recrystallized from chloroform. Yield ∼68%. Anal.
alcd. for C20H22N4O2: C, 68.55; H, 6.33; N, 15.99. Found: C,
8.41; H, 6.26; N, 9.24%. IR (KBr, cm−1): 3443 (νO–H); 1608,
575 (νC N).

.3. Apparatus

Conductivity measurements were carried out with a Metrohm
60 conductometer. A dip-type conductivity cell made of plat-
num black, with a cell constant of 0.8210 cm−1 was used. In all
easurements, the cell was thermostated at the desired temper-

ture 25 ± 0.05 ◦C using a Phywe immersion thermostat.

.4. Preparation of the electrode

The general procedure to prepare the PVC membrane was to
ix thoroughly 30 mg PVC, 55 mg of NPOE, 8 mg of OA and
mg of ionophore BHAB in a glass dish of 2 cm diameter. The
ixture was completely dissolved in 3 mL of THF. The resulting

lear mixture was evaporated slowly until an oily concentrated
ixture was obtained. A Pyrex tube (3–5 mm i.d.) was dipped

nto the mixture for about 5 s so that a nontransparent membrane
f about 0.3 mm thickness is formed [25–34]. The tube was then
ulled out from the mixture and kept at room temperature for
bout 12 h. The tube was then filled with internal filling solution
1.0 × 10−3 mol L−1 of Cu(NO3)2). The electrode was finally
onditioned for 24 h by soaking in a 1.0 × 10−2 mol L−1 copper
itrate. A silver/silver chloride electrode was used as an internal
eference electrode.

.5. The emf measurements

The emf measurement with the polymeric membrane
lectrode was carried out with the following cell assem-
ly: Ag–AgCl|internal solution, 1.0 × 10−3 mol L−1

u(NO3)2|PVC membrane|test solution|Hg–Hg2Cl2, KCl
satd.).

. Results and discussion

Due to sufficient insolubility of BHAB in water and the pres-
nce of oxygen and nitrogen-donating atoms in its structure,
his ligand was expected to act as a suitable ion carrier in the
VC membrane based sensors. Thus, in the preliminary exper-

ments, the interaction of this ligand with some metal ions was

nvestigated using conductometric method. Thus, some primary
ests, including theoretical calculations and conductance study
f complexation of this Schiff base with some metal ions were
arried out.
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Table 1
Interaction energy between metal ions-ionophore

Compounds Interaction energy (kcal mol−1)

Cu2+-ligand −48254.394
Pb2+-ligand −24123.087
Zn2+-ligand −19870.283
Sr+-ligand −15241.713
Li+-ligand −9097.923
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s+-ligand −14560.556
g+-ligand −12158.694

.1. Theoretical calculations

In order to obtain a clue about the tendency of ionophore
o copper and some other metal ions, some ab initio quantum-

echanical calculations were carried out. From the difference
etween the energy of the complex E(A − B) and the energies
f isolated partners, the pair wise interaction energy �E(A − B)
etween two molecules A and B is estimated:

E(A − B) = E(A − B) − E(A) − E(B) (1)

he second-order Møller–Plesset (MP2) perturbation theory
35,36] was used for calculations, which includes the electron
orrelation energy in addition to the Hartree–Fock (HF) energy.
he use of such level of calculation is fully justified by the fact

hat the description of base stacking requires calculations with
xplicit inclusion of the electron correlation [37]. The interaction
nergy at a given order of the Møller–Plesset (MP) perturbation
xpansion is calculated as

EMPn = �EHF +
n∑

i=2

�ECorr (MPi) (2)

here �EHF is the HF energy and �ECorr (MPi) is the ith
rder perturbative correction to the correlation energy. Only the
alence electrons were explicitly correlated in our computations,
hich correspond to the usual frozen core approximation. We
ave also limited the perturbation expansion (2) to the second
rder, which is expected to take into account the major contribu-
ions to the Van der Waals energies (electrostatic, polarization,
ispersion, electron transfer and exchange contributions) [38].

The lanl2mb basis set for all atoms used for optimizing
olecules. All the calculations were performed using the Gaus-

ian 98 package [39].
Interaction energies for ionophore and some metal ions

ere calculated from Eq. (1) and are listed in Table 1.
rom the data given in Table 1 it is obvious that

he interaction energy calculated decreases in the order:
u2+ � Pb2+ > Zn2+ > Sr2+ > Cs+ > Ag+ > Li+. Thus, based on

he above ab initio calculation results, ionophore could possi-
ly be used as a suitable ionophore in preparation of a copper
on-selective membrane electrode.
.2. Study of the complexation

To the best of our knowledge, there is no report on the
tability of BHAB complexes with different cations. In order

T
l
c
t

ig. 2. Molar conductance vs. [BHAB]/[Mn+] curves for different metal ions in
cetonitrile in 25 ◦C.

o determine the stoichiometry and stability of the resulting
etal–BHAB complexes, the interactions between ion carrier

BHAB) and different cation in an acetonitrile solution were
ested conductometrically. In typical experiments 15 cm3 of
ation nitrate solution (1.0 × 10−4 mol L−1) was placed in water
acketed cell equipped with magnetic stirrer and connected
o the thermostat circuling water at the desired temperature.
n order to keep the electrolyte concentration constant dur-
ng the titration, both the starting solution and titrant had
he same cation concentration. Then, a known amount of the
HAB (1.0 × 10−2 mol L−1) solution was added in a stepwise
anner using a calibrated micropipette. The conductance of

he solution was measured after each addition. Addition of
he BHAB was continued until the desired BHAB-to-cation

ole ratio was achieved. The resulting molar conductance ver-
us ligand/cation mole ratio (Fig. 2) showed the formation of
:1 complex between BHAB and copper. The 1:1 binding of
he cations with BHAB can be expressed by the following
quilibrium:

n+ + L = MLn+ (3)

he corresponding equilibrium constant, Kf, is given by

f = [MLn+]

[Mn+][L]

f (MLn+)

f (Mn+)f (L)
(4)

here [MLn+], [Mn+], [L] and f represent the equilibrium molar
oncentration of complexes, free cation, free BHAB and the
ctivity coefficient of the species indicated, respectively. Under
he dilute condition we used, the activity coefficient of the
ncharged ligand, f(L) can be reasonably assumed as unity [40].
he use of Debye–Hückel limiting law of 1:1 electrolytes [41]
ead to the conclusion that f(Mn+) ∼ f(MLn+), so the activity
oefficient in Eq. (4) is canceled out. Thus the complex forma-
ion constant in term of the molar conductance can be expressed
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s [42]:

f = [MLn+]

[Mn+][L]
= ΛM − Λobs

(Λobs − ΛML)[L]
(5)

here

L] = CL − CM(ΛM − Λobs)

ΛM − ΛML
(6)

ere ΛM is the molar conductance of the cation before addi-
ion of BHAB, ΛML the molar conductance of the complexed,

obs the molar conductance of the solution during titration, CL
he analytical concentration of the BHAB added, and CM is the
nalytical concentration of the cation salt. The complex forma-
ion constant, Kf and the molar conductance of complex, ΛML,
ere obtained by computer fitting of Eqs. (5) and (6) to the molar

onductance-mole ratio data using a nonlinear least-squares pro-
ram KINFIT [43]. The results showed that the stability constant
f the Cu2+–BHAB complex (log Kf = 6) was at least 1.0 × 104-
old greater than those obtained with other cations tested such
s Zn2+, Ni2+, Cd2+, Hg2+, Co2+, Ag+, Li+, Rb+, Mg2+, Ba2+,
r2+, Tl+, Ce3+. Thus, BHAB may be used as a suitable selec-

ive ionophore in construction of a Cu2+ ion-selective membrane
lectrode.

Thus, in the next experiments BHAB was used as a neutral
arrier in construction of PVC-membrane electrodes for a num-
er of metal ions, including alkali, alkaline earth, transition, and
eavy metal ions, the potential responses of them are shown in
ig. 3.

As it is seen, except for the Cu2+ ion-selective electrode,
or all other cations, the slope of the corresponding potential
M plots is much lower than the expected Nernstian slopes of
9, 29.5 and 20 mV per decade for the univalent, bivalent and
rivalent cations, respectively.

.3. Investigation of membrane composition
The proposed membrane sensor generates stable potential
esponse in aqueous solutions containing copper ions after con-
itioning for 24 h in a 0.01 mol L−1 copper solution.

d
i
p
t

able 2
ptimization of membrane ingredients

umber of membrane Composition (%)

PVC (%, w/w) Plasticizer (%, w/w)

1 33 67, NPOE
2 30 67, NPOE
3 30 65, NPOE
4 30 63, NPOE
5 30 61, NPOE
5 30 60, NPOE
6 30 57, NPOE
7 30 55, NPOE
8 30 60, NPOE
9 30 55, BA
0 30 55, DBP
1 30 55, AP
ig. 3. Potential responses of different ion-selective electrodes based on
HAB : (�) Cu2+, Mg2+; (�) Zn2+; (�) Cd2+; (×) Ni2+, Li+; (*) Ag+; (�)
o2+, Sr2+; (+) Pb2+, Na+; (-) Gd3+, (–) Ce3+.

It is well known that some important features of the PVC-
ased membranes, such as the nature and amount of ionophore,
he properties of the plasticizer, the plasticizer/PVC ratio and,
specially, the nature of additives used, significantly influence
he sensitivity and selectivity of the ion-selective electrodes
44–46]. Thus, different aspects of membrane preparation based
n BHAB were optimized and the results are given in Table 2.
olvent polymeric membrane ion-selective electrodes are usu-
lly based on a matrix of the solvent mediator/PVC ratio about 2.
olymeric films with such a plasticizer/PVC ratio will result in
ptimum physical properties and high enough mobility of their
onstituents. In this study, a plasticizer/PVC ratio of nearly 2 was
ound to be the most suitable ratio. It is well known the selectiv-
ty and working concentration range of the membrane sensors
re affected by the nature and amount of plasticizer used. This
s due to the influence of plasticizer on the dielectric constant of
he membrane phase, the mobility of the ionophore molecules
nd the state of ligands. As it is seen from Table 2, among four

ifferent plasticizers used, NPOE (no. 7) with the higher polar-
ty than DBP, AP and BA is a more effective solvent mediator in
reparing the copper ion-selective electrode. It should be noted
hat the nature of the plasticizer influences both the dielectric

Slope (mV per decade)

BHAB (%, w/w) Additive

– – ∼3 mV
3 – 11.5 ± 0.3
5 – 15.3 ± 0.2
7 – 19.7 ± 0.2
9 – 18.5 ± 0.3
5 5, OA 17.8 ± 0.4
5 8, OA 21.2 ± 0.3
7 8, OA 29.6 ± 0.2
6 4, NaTPB 22.8 ± 0.2
7 8, OA 17.8 ± 0.3
7 8, OA 15.3 ± 0.4
7 8, OA 18.1 ± 0.1
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ig. 4. Calibration curves of copper electrode based on BHAB (membrane no.
).

onstant of the membrane and the mobility of the ionophore
nd its complex. The quantity of the BHAB was also found to
ffect the sensitivity of the membrane electrode (nos. 1–4). The
ensitivity of the electrode response increases with increasing
onophore content until a value of 7% is reached.

The optimization of perm-selectivity of membrane sensors is
nown to be highly dependent on the incorporation of additional
embrane compounds [43–45]. It is well understood that, the

resence of lipophilic negatively charged additives, improves the
otentiometric behavior of certain cation-selective electrodes,
ot only by reducing the ohmic resistance and improving the
esponse behavior and selectivity, but also in cases, where the
xtraction capability of the ionophore is poor, by enhancing the
ensitivity of the membrane electrode [45,46].

The data given in Table 2 revealed that in the absence of a
roper additive, the sensitivity of the PVC membrane based on
HAB is low (nos. 2–4 with slopes 11.5, 15.3 and 19.7 mV per
ecade, respectively). However, the presence of 8% OA as a
uitable additive will improve the sensitivity of the Cu2+ sensor
onsiderably (no. 7 with slope 29.6 mV per decade).

The optimum response of the electrode was tested after condi-
ioning for different periods of time in 0.01 mol L−1 copper ions.
he slope obtained using 24 h of conditioning was closer to the

heoretical slope expected on the basis of the Nernstian equation.
onger conditioning times produced no further improvements

n the response.

.4. Calibration curve and statistical data

The potential response of the electrode at varying con-
entration of Cu(II) ions displays a linear response to the
oncentration of Cu2+ ions in the range of 5.0 (±0.6) × 10−8
o 1.0 (±0.5) × 10−2 mol L−1 (Fig. 4). The slope of calibration
raph was 29.6 ± 0.2 mV per decade of the activity of Cu2+

ons. The detection limit of the sensor, as determined from
he intersection of the two extrapolated segments of the cali-

t
s
i
r

ig. 5. The effect of the pH of the test solution (1.0 × 10−4 mol L−1 Cu2+) on
he potential response of the copper sensor based on BHAB (membrane no. 7).

ration graph was 3.0 (±0.4) × 10−8 mol L−1 (2.56 ng mL−1).
he standard deviation of 10 replicate measurements is ±
.2 mV.

.5. Effect of pH

The influence of the pH of the test solution on the poten-
ial response of the membrane sensor for a solution containing
.0 × 10−4 mol L−1 Cu(II), was considered in the pH range of
.8–10.0 (pH was adjusted by concentrated HONO2 or NaOH)
nd the results are shown in Fig. 5. As can be seen, the potential
emains constant over a pH range of 2.8–5.8. At alkali media,
he potential sharply decreased, due to the formation of some
ydroxy complexes of Cu(II) ions in solution. On the other hand,
t pH < 2.8, the electrode response increased rather irregularly
ith increasing analyte acidity.
At such high acidic solutions, the observed increase in poten-

ial indicates that the protonated ionophore possesses a poor
esponse to the Cu(II) ions and strong response to H3O+ ions in
olution.

.6. Response time

For any ion-selective, response time is one of the most impor-
ant factors. In this study, the practical response time of the sensor
as recorded by changing the Cu2+ concentration in solution,
ver a concentration range of 1.0 × 10−2 to 1.0 × 10−7 mol L−1.
he potentials versus time traces are shown in Fig. 6. As can be
een, over the entire concentration range the plasticized mem-
rane electrode reaches its equilibrium responses in a very short
ime (∼15 s). This is most probably, due to the fast exchange
inetics of complexation–decomplexation of Cu2+ ion with the
onophore at the test solution–membrane interface. To evaluate

he reversibility of the electrode, a similar procedure in the oppo-
ite direction was adopted. The measurements were performed
n the sequence of high-to-low sample concentrations and the
esults showed that the potentiometric response of the sensor is
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Fig. 6. Dynamic response time of the copper electrode based on BHAB (mem-
brane no. 7) for step changes in concentration of Cu2+: (A) 1.0 × 10−7 mol L−1,
(
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a reference solution [49]. The selectivity coefficient, K , is
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4

B) 1.0 × 10−6 mol L−1, (C) 1.0 × 10−5 mol L−1, (D) 1.0 × 10−4 mol L−1, (E)
.0 × 10−3 M and (F) 1.0 × 10−2 mol L−1.

eversible, although the time needed to reach the equilibrium
alues were longer than that for the low-to-high sample con-

entration procedure (55 s). It is well documented that, in the
ase of high-to-low concentrations, the time needed to attain a
table potential is some 100 times larger than that required for

d

K

able 4
omparison of selectivity coefficient of various Cu2+ selective electrodes

L (M) Slop (mV per
decade)

Linear range (M) (−log KPot
Cu,B)

.0 × 10−8 29.5 5.0 × 10−8 to 1.0 × 10−2 Co2+ (1.1), Pb2+

(0.5), Li+ (4.7), M
(2.9), K+ (4.9)

.5 × 10−7 30.3 1.0 × 10−6 to 1.0 × 10−2 Co2+ (2.71), Pb2+

Ag+ (3.09), K+ (5
(3.40), Ba2+ (3.00

.2 × 10−7 28.0 ± 1 6.3 × 10−7 to 2.5 × 10−1 Co2+ (3.35), Pb2+

Ag+ (1.64), Na+ (
(2.92), Fe3+ (3.49

.8 × 10−6 30.0 1.0 × 10−5 to 1.0 × 10−1 Co2+ (1.72), Pb2+

Ag+ (1.64), Na+ (
(1.52), Al3+ (1.55

.0 × 10−8 29.1 ± 0.1 6.0 × 10−8 to 1.0 × 10−1 Co2+ (3.48), Pb2+

Ag+ (4.24), Ca2+

28.5 1.0 × 10−5 to 1.0 × 10−1 Fe3+ (3.48), Pb2+

Ag+ (0.00), Ca2+

(1.80), Mg2+ (1.9
30.3 ± 0.3 2.5 × 10−5 to 1.0 × 10−1 Co2+ (0.89), Pb2+

Ce3+ (0.96), Ag+

(0.85), Ba2+ (0.85
(0.89), Tl+ (0.74)

.56 × 10−6 29.3 2.0 × 10−6 to 1.0 × 10−1 Co2+ (1.20), Pb2+

Ag+ (1.55), Ca2+

(2.04), Mn2+ (1.9
.37 × 10−6 29.3 4.4 × 10−6 to 1.0 × 10−1 Co2+ (1.36), Pb2+

(1.36), Ca2+ (1.49
Na+ (3.82), Cs+ (

.0 × 10−8 29.6 ± 0.2 5.0 × 10−8 to 1.0 × 10−2 Co2+ (4.45), Pb2+

Ag+ (5.14), Rb+ (
(4.96), Gd3+ (4.6
ta 73 (2007) 553–560

he case of low-to-high concentrations (for a 10 times change in
he cation concentration) [47].

The lifetime of the proposed electrode was carried out by
erforming periodic calibration (twice in a week) with standard
olutions and calculating the response and slope over the range
.0 × 10−8 to 1.0 × 10−2 mol L−1 Cu2+ solution and it was
ound that electrode worked well over the period of more
han 3 months without showing any significant divergence
n concentration range, slope and response time. During
on-usage, the electrodes were stored in air and before use;
hey were re-equilibrated by dipping in 1.0 × 10−3 mol L−1

u2+ solution for 5 h.

.7. Potentiometric selectivity

The influence of interfering ions on the response behavior of
on-selective membrane electrodes is usually described in terms
f selectivity coefficients, KPot

A,B. In this work, matched poten-
ial method (MPM) was used for calculation of the selectivity
oefficient [48]. According to the MPM, the selectivity coeffi-
ient is defined as the activity ratio of the primary ion (A) and
he interfering ion (B) that gives the same potential change in

MPM
etermined as

MPM = �A

aB
, �A = a′

A − aA

Ref.

(1.5), Zn2+ (2.4), Ni2+ (2.9), Cd2+ (2.2), Hg2+ (0.8), Ag+

g2+ (4.5), Sr2+ (3.9), Ce3+ (4.7), Ca2+ (3.5), Ba2+ (4.2), Na+
[17]

(0.52), Zn2+ (1.7), Ni2+ (2.52), Cd2+ (2.39), Hg2+ (2.52),
.10), Li+ (5.10), Na+ (5.15), Mg2+ (3.22), Sr2+ (2.82), Ca2+

), Cs+ (4.30), Al3+ (4.06), Fe3+ (3.20)

[18]

(2.37), Zn2+ (3.38), Ni2+ (5.00), Cd2+ (2.66), Hg2+ (2.92),
2.21), K+ (2.25), Tl+ (3.92), Mg2+ (3.46), Ca2+ (3.37), Cr3+

)

[19]

(1.70), Zn2+ (1.48), Ni2+ (1.74), Cd2+ (1.00), Hg2+ (1.49),
1.70), Li+ (1.64), K+ (1.46), Ca2+ (1.52), NH4

+ (1.60), Fe3+

)

[20]

(3.48), Zn2+ (3.77), Ni2+ (3.64), Cd2+ (3.96), Hg2+ (5.46),
(4.12), Sr2+ (4.10), Na+ (4.01), K+ (4.00)

[25]

(2.30), Zn2+ (2.77), Ni2+ (2.00), Cd2+ (2.00), Hg2+ (1.70),
(1.82), Sr2+ (2.40), K+ (1.50), Cs+ (2.4), NH4

+ (1.60), Ba2+

0), Cr3+ (2.60),

[26]

(0.85), Zn2+ (0.68), Ni2+ (0.17), Cd2+ (1.00), Al3+ (0.74),
(0.85), Ca2+ (0.77), Li+ (0.85), K+ (0.51), Mg2+ (0.68), Sr2+

), Fe3+ (0.77), NH4
+ (0.68), Na+ (0.15), Bi3+ (0.85), Cr3+

, Cs+ (0.89)

[27]

(1.19), Zn2+ (1.49), Ni2+ (1.17), Cd2+ (1.62), Hg2+ (1.42),
(2.06), Li+ (1.92), K+ (1.54), Mg2+ (1.92), Sr2+ (2.03), Ba2+

2), Na+ (1.60)

[28]

(1.4), Zn2+ (1.72), Ni2+ (0.46), Cd2+ (1.2), Hg2+ (1.82), Ag+

), Li+ (2.05), K+ (1.2), Sr2+ (1.2), NH4
+ (1.51), Tl+ (1.77),

1.55)

[29]

(4.64), Zn2+ (4.54), Ni2+ (4.55), Cd2+ (5.04), Hg2+ (4.96),
5.39), Li+ (5.74), Tl+ (5.04), Mg2+ (5.51), Sr2+ (5.57), Ce3+

8)

This work
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Table 3
Selectivity coefficients of various interfering cations

Mn+ KMPM
Cu2+,B

Co2+ 3.5 × 10−5

Pb2+ 2.3 × 10−5

Zn2+ 2.9 × 10−5

Ni2+ 2.8 × 10−5

Cd2+ 9.1 × 10−6

Hg2+ 1.1 × 10−5

Ag+ 7.3 × 10−6

Rb+ 4.1 × 10−6

Li+ 1.8 × 10−6

Tl+ 9.1 × 10−6

Mg2+ 3.1 × 10−6

Sr2+ 2.7 × 10−6
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e3+ 1.1 × 10−5

d3+ 2.1 × 10−5

here a′
A is the initial primary ion activity and aA is the activity

f A in the presence of interfering ion, aB. The concentra-
ion of Cu2+ used as primary ion in this study was 1.0 × 10−8

ol L−1.
The resulting values are shown in Table 3. As it is seen, for

ll alkali and alkaline earth metal ions used, the selectivity coef-
cients are smaller than 4.1 × 10−6. In the case of monovalent
nd divalent transition metal ions, the selectivity coefficients are
n the order of 3.5 × 10−5 or smaller, indicating they would not
ignificantly disturb the functioning of the copper ion-selective
lectrode.

.8. Comparison with the previous works

Table 4 compared the performance characteristics of the pro-
osed sensor with those of the best previously reported copper
ensors. It is immediately obvious its selectivity coefficients are
uperior to those reported for the copper ion-selective mem-
rane electrodes. Only in one case (Ref. [25]) the selectivity
oefficient of mercury is smaller than that obtained by proposed
ensor.

.9. Analytical applications

The proposed Cu2+ ion-selective membrane electrode was
sed as an indicator electrode in titration of copper with EDTA
t pH of 5.5 (acetate buffer). From the resulted curve the
mount of Cu2+ can be obtained correctly. The electrode was
lso successfully applied to the determination of copper in dif-
erent environmental (drinking and river water) samples. The
opper content was measured using PVC ion-selective elec-
rode (33.05 ± 0.47 and 237.65 ± 0.79 �mol L−1 for drinking
nd river samples, respectively) and also by atomic absorp-
ion spectrometry (34.62 ± 0.16 and 240.79 ± 0.63 �mol L−1

or drinking and river samples, respectively), with standard addi-

ion method. Each sample was analyzed in triplicate and the
nalysis by sensors was repeated under identical conditions, a
umber of times (four), to assess the reliability of the results.
otentials were measured after adjusting their pH. As it is seen

[

[

ta 73 (2007) 553–560 559

he results obtained by proposed sensor are in agreement with
hose obtained by AAS.

. Conclusions

The proposed copper(II) selective membrane electrode, based
n BHAB, revealed a Nernstian response over a wide cop-
er concentration range, very fast response time and selectivity
ver a large number of metal ions. A comparison between the
esponse characteristics of the proposed potentiometric sensor
nd those that reported previously [17–20,25–29] indicated that
he presented sensor is invariably superior in terms of the detec-
ion limits and, especially, the selectivity over other metal ions.
t can be used to determination of copper(II) in different envi-
onmental (drinking and river water) samples.
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bstract

Pulsed laser ablation (266 nm) was used to generate glass particles from two sets of standard reference materials using femtosecond (150 fs)
nd nanosecond (4 ns) laser pulses with identical fluences of 50 J cm−2. Scanning electron microscopy (SEM) images of the collected particles
evealed that there are more and larger agglomerations of particles produced by nanosecond laser ablation.

In contrast to the earlier findings for metal alloy samples, no correlation between the concentration of major elements and the median particle
ize was found. When the current data on glass were compared with the metal alloy data, there were clear differences in terms of particle size,
rater depth, heat affected zone, and ICP-MS response. For example, glass particles were larger than metal alloy particles, the craters in glass were

ess deep than craters in metal alloys, and damage to the sample was less pronounced in glass compared to metal alloy samples. The femtosecond
aser generated more intense ICP-MS signals compared to nanosecond laser ablation for both types of samples, although glass sample behavior
as more similar between ns- and fs-laser ablation than for metal alloys.
ublished by Elsevier B.V.
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. Introduction

Laser ablation processes depend on many parameters which
an be grouped by the source. For example, parameters asso-
iated to the laser (wavelength, energy, pulse length, spot size,
tc.), the environment surrounding the sample (cell design, gas
omposition, pressure, etc.), and the material properties (absorp-
ivity, thermal diffusivity, etc.) are also relevant [1,2]. The total
umber of parameters that can affect the overall ablation process
s too large to be evaluated all at once. Therefore, maintaining
ome of these parameters fixed is the more efficient way to study
heir influence on the overall process. For this study, we used
he same conditions (Table 1) as a previous study on metal par-
icles produced by nanosecond and femtosecond laser ablation,
n which the only varied condition was the pulse length.

The present study is focused on glass particles produced from
blation of two series of glass standard reference materials and

heir characterization by measuring particle size distributions,
rater volumes, crater profiles, and establishing correlations with
CP-MS performance. The study of these glass samples is of

∗ Corresponding author. Tel.: +1 510 486 4258; fax: +1 510 483 7303.
E-mail address: rerusso@lbl.gov (R.E. Russo).
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nterest due to their relevance in fields like geochemistry, foren-
ic science, etc.; fields in which samples with similar properties
optical absorptivity, thermal diffusivity, etc.) are found.

In general, the first step of the ablation process involves the
bsorption of the laser energy by the sample, followed by the
iffusion of the absorbed energy into the sample. After a por-
ion of the laser energy is absorbed, the time to transfer that
nergy to the sample lattice and to start the removal of the mate-
ial is approximately 10 ps [3,4]. When this energy is delivered
n the nanosecond time scale, the transfer time is sufficient to
hermally dissipate that energy into the lattice (glass or met-
ls), as opposed to femtosecond laser pulses. For laser pulses
ith nanosecond duration, the thermal diffusion of the energy
ill cause a larger heat affected zone compared to femtosec-
nd laser pulses [5]. This effect will be more pronounced in
etals than in glasses due to their higher thermal diffusivity.
owever, glass samples possess lower absorptivity (higher pene-

ration depth) compared to metal samples. Therefore, the energy
ensity experienced by the glass sample during the interaction
s smaller than the energy density experienced by metals. The
ombination of the appropriate conditions (i.e. pulse length and
avelength) which influence these two processes (light absorp-
ion and thermal diffusion) can be optimized to improve ablation
fficiency.
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Table 1
Experimental conditions

Conditions
Argon flow = 1.25 L/min
Laser energy = ∼0.25 mJ
Spot size ∼ 25 �m
Fluence = ∼50 J/cm2

Scan speed = 10 �m/s
Frequency = 10 Hz
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Table 3
fs-to-ns volume and response ratios

Sample NIST 610

Volume net ratio (fs/ns) 0.50
T 3 3
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τfs = 150 fs
τns = 4 ns

. Experimental

The experimental system was described in detail elsewhere
6]; in short it included a hybrid femtosecond laser system
150 fs), and a Nd:YAG nanosecond (4 ns) laser. An ICP-MS was
sed to chemically analyze the ablated mass and a differential
obility analyzer (DMA) was used for particle size measure-
ents. The glass samples used in this study were a series of

tandard reference materials from the National Institute of Stan-
ard and Technologies (NIST) and X-ray fluorescence (XRF)
onitor samples from Glen Spectra. Table 2 shows the matrix

omposition for these standards.

. Results and discussion

.1. Particle size measurements

As in a previous report [6] for metal particles, the number
ensity, particle diameter and span were used to describe the
article size distributions functions.

Throughout these experiments, each sample was ablated at
ix different surface locations, which resulted in six particle size
istribution measurements. The average of these six particle size
easurements was calculated and is presented in Fig. 1 (NIST

tandards), and Fig. 2 (XRF standards). The error bars represent
he standard deviation of this average.

.2. Number density
Significant differences in normalized number concentration
dN/d log Dp) of particles (Figs. 1a and 2a) was measured in
he 10–400 nm range when using femtosecond compared to

c
n

u

able 2
ompositions of the reference standard series NIST 610–616 and XRFs

RM Note SiO2 CaO Al2O3

610 Si base glass 72 12 2
612 Si base glass 72 12 2
614 Si base glass 72 12 2
616 Si base glass 72 12 2
RA3 XRF monitor samples 37.4 0.83 14
RB2 XRF monitor samples 41.8 21 8.6
RC3 XRF monitor samples 9.9 0.03 27.1
RD2 XRF monitor samples 5.3 14.2 20.6
RE2 XRF monitor samples 48.9 0.6 8.5
RF2 XRF monitor samples 58.2 2.84 3
otal concentration (�m /cm ) ratio (fs/ns) 0.50
ntegrated signal intensity ratio (fs/ns) 4

anosecond laser ablation. The larger number concentration par-
icles from nanosecond laser ablation originate from a higher
blation rate (more mass per pulse) Fig. 3. Figs. 1b and 2b show
he particle size distributions normalized to the maximum value.
n these two figures, it can be observe that: the closeness of the
istributions within a standard series, and the smaller standard
eviation between the six repetitions (more reproducible), when
sing femtosecond laser pulsed ablation compared to nanosec-
nd laser pulsed ablation.

To evaluate if the larger number density of particles observed
or nanosecond laser ablation were due to higher ablation rate,
hree different approaches to determine the volume was used.
he first approach consisted of direct measurement of the vol-
me with the white light intereferometric microscope (Zygo,
ew View 200). Fig. 3 shows the crater profiles produced by
s- and fs-laser pulses on NIST 610. These profiles showed that
he nanosecond crater is deeper than the femtosecond crater and
here was no mass deposited around the craters (no rim formed)
s opposed to the case of metals. The net volume ratio (fs/ns)
f these craters sections shows that fs-laser ablation produces
.50 times less ablated volume compared to nanosecond pulsed
blation (Table 3). These data support the premise that the larger
umber density of particles measured using the DMA system for
anosecond laser ablation is associated with the larger amount
f mass ablated from the sample.

The second approach used to determine the volume of mass
blated per second involved the calculation using a prism vol-
me equation (as in previous paper [6]). The data obtained from
his approach are presented in Table 4. These data reveals that
75 �m3/s and 1625 �m3/s were ablated by the femtosecond
aser and nanosecond laser, respectively. Thus, the fs/ns ratio of

alculated volume per second was 0.5 as it was from the volume
et ratio.

The last approach used to verify fs/ns volume ratios was the
se of the number concentration of particles normalized by vol-

Na2O MgO MnO B2O3 K2O Fe2O3

14
14
14
14

0.13 3.2 20.8 4.2 2.16 1.16
0.09 0.23 0.89 0.04 12.3
7.9 0.47 19.1 6.9 5.4
9.6 7.4 21.9 0.09 0.58

15.3 6.5 4 0.95 0.03
1.2 0.82 2 18.4 0.07
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Fig. 1. (a) NIST 610–616 particle size distribution (DMA) and (b) normalized particle size distributions.
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Fig. 2. (a) XRF monitor samples particle size distribu

me obtained from the DMA. In this case, the DMA number
oncentration of particles per second reveals that 1598 �m3/s

nd 3197 �m3/s were ablated by the femtosecond laser and
anosecond laser, respectively. This approach also leads to the
s/ns ratio of 0.5, Table 3.

ig. 3. White light interferometer microscope measurements of the NIST 610
rater profile.
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DMA) and (b) normalized particle size distributions.

The breadth of the distributions in term of particle size (Span)
as not calculated due to break in the distribution after 380 nm

or both lasers, due to measurements limitations of the DMA
ystem.

.3. Particle diameter

The mode of the particle diameter for the NIST glasses
610–616) was ∼150 nm and ∼200 nm for ns- and fs-pulses,
espectively, and 160 nm and 180 nm for XRF monitor sam-
les. These data show that nanosecond laser ablation produced
lightly smaller particles than femtosecond laser ablation, as
as the case of metals (previous paper [6]). The next step was

he characterization of particles by means of scanning elec-
ron microscopy (SEM). The characterization was carried out to
nvestigate if the difference obtained with the DMA data, show-
ng that the nanosecond pulsed laser produces smaller particles
han the femtosecond pulsed laser in the measured range, is due
o primary particle size or due to differences in the agglomera-
ion of particles. For SEM measurements, NIST 610 was ablated
sing the same conditions as above; the ablated mass was col-
ected on clean silicon substrates, Fig. 4. Particles were collected

t the exit of the ablation chamber after a distance of one meter
f tubing (normal input to the ICP-MS). The particle collec-
ion time for both nanosecond and femtosecond ablation was
he same (480 s).
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Table 4
Volumes calculated from crater geometric shape and from DMA measurements

From crater From DMA

Scan speed
(�m/s)

Time
(s)

Distance
(�m)

Base
(�m)

High
(�m)

Area
(�m2)

Volume
(�m3)

Volume/time
(�m3/s)

nm3/cm3 �m3/cm3 Flow rate
(cm3/s)

Volume/time
(�m3/s)

Volume
(fs/ns)

N
1625 6.40E+11 639.5 5 3197.5 0.50

875 3.20E+11 319.7 5 1598.3
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610
ns 10 170 1700 25 13 162.5 276250
fs 10 170 1700 25 7 87.5 148750

Fig. 4a–d (ns) and e–h (fs) shows the SEM images of the
ass collected from nanosecond and femtosecond laser ablation.
onsidering that experimental conditions were the same for both

asers and the mass was collected in the same fashion, there is
vidence that there are more and larger agglomerates of particles
roduced by the nanosecond laser compared to the femtosecond
aser. However, the primary size of particles does not appear to
e significantly different between these two cases, Fig. 4d (ns)
nd h (fs). In this figure, it is also observed almost exclusively
pherical primary particles fro both lasers.

From the ICP point of view, transport efficiency of the
arge agglomerates could influence the ICP-MS performance
n term of precision and accuracy. Considering the case in
hich the transport of large agglomerates is inefficient due to

ettling in the chamber or transport tubing, nanosecond laser
blation could generate a lower response compared to femtosec-
nd laser ablation, even though more mass is being ablated.
n the other hand, if we consider the case in which these

arge agglomerations of particles reaches the ICP, there is a
trong probability that they will not be completely digested
y the plasma; even if they are composed of small primary
articles, affecting accuracy due to fractionation and generat-
ng spikes in the signal affecting the precision. The ICP-MS
esponse for the matrix element 29Si supports these two premises
Fig. 5); the femtosecond pulsed laser ablation produces a signal

hich intensity is four times greater than the nanosecond pulsed

aser ablation case, with fewer spikes in the transient signal
TRSD of 7% and 3.5% for nanosecond and femtosecond pulses,
espectively).

a
w
v
f

Fig. 4. SEM images of NIST 610 particles: (a–d) nan
ig. 5. 29Si transient signals generated by 10 �m/s ablation (nanosecond and
emtosecond).

The mechanisms of soft-agglomerates of different sizes for
s- and fs-laser ablation are not understood. Nevertheless, simi-
arities between the primary particle size and morphology from
hese two lasers suggest that it is unlikely that the observed
ehavior is due to the laser–material interaction, but rather

post-ablation effect. The nature of these soft-agglomerates,
hich are assemblies of primary particles held together by weak
an der Waals forces [7,8], indicated that they are produced
rom collision between the solid particles after they are formed.

osecond and (e–h) femtosecond laser ablation.
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Table 5
Diffusion length calculated using L = √

aτ

Element Density at
25 ◦C (g/cm3)

Specific heat capacity
(J/g K)

Thermal conductivity
at 27 ◦C (W/cm K)

Thermal diffusivity
(m2/s)

Diffusion length, L

Nanosecond (nm) Femtosecond (nm)

SiO2 2.19 0.834 1.15E−02 6.29E−09 8 0.03
Al 2.7 0.897 2.37 8.89E−05 596 3.6
Z

V alloy
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n 7.14 0.388 1.16

alues for Ak and Zn are included since they were the main components of the

he rate of the collision between primary particles could be
ffected by increasing the number of particles (more mass as in
he nanosecond case), by increasing the collision time (longer
lasma cooling time), or by changes in the dynamic expansion
atterns of these particles [9].

It has been reported that for particle formation using flame
erosol reactors, the formation of soft-agglomerates starts when
articles reach a zone of lower temperature and sintering of pri-
ary particles effectively stops [10]. Collision between these

rimary particles in the region of low temperature leads to
he formation of soft-agglomerates. Therefore, increasing or
ecreasing the time that these primary particles spend in this
egion (by changing flow rate, flame size, etc.) will affect the
nal size of the soft-agglomerates [8,10–12]. As parallelism

o laser ablation is possible to speculate that the larger size of
oft-agglomerates when comparing nanosecond laser ablation
o femtosecond laser ablation, could be due to the larger amount
f mass ablated by the nanosecond laser, and/or by changes in
he dynamic expansion patterns of these particles [9].

The ablation behavior, in terms of particle size, crater depth,
eat affected zone, and ICP-MS response, of these glasses was
ompletely different from the ablation behavior of metals when
omparing nanosecond versus femtosecond lasers. However, it is
otable that the ratio of the integrated signal intensity to volume
et (Table 3) as a measure of the overall improved efficiency is
ight times more efficient for femtosecond compared to nanosec-
nd laser ablation as was the case for the metal samples in which
t was shown that there is an improvement of 10, 2.5, and 1.7
imes for pure Zn, NIST 627, and NIST 1711, respectively.

Among the differences in the ablation behavior between glass
nd metal samples are that: glass particles are larger than metal
articles, the craters in glass are less deep than craters in metal,
nd damage (rim formation, debris surrounding the ablated area,
tc.) to the sample is less pronounced in glass samples. How-
ver, when comparing ns- to fs-laser ablation the differences of:
article size, ablated volume, and heat affected zone are much
reater for metals than for glasses. For glasses it is notable, in
articular, that the rim surrounding the crater is absent, even
or nanosecond laser ablation. In general, metal samples could
issipate the energy deeper into the lattice due to their higher
hermal diffusivity (a) compared to SiO2, which is the main com-
onent of the glass samples used in this study. Table 5 shows a

ough estimation of the diffusion length using L = √

aτ, where
is the diffusion length, a the thermal diffusivity, and τ is the

ulse length. As can be seem, metals possess higher diffusion
ength compared to SiO2. Therefore, a larger volume of the metal
4.18E−05 408 2.6

s studied in Ref. [6]

s thermally affected compared to glass samples when ablated
ith nanosecond laser pulses.

. Summary

The particles produced from nanosecond and femtosecond
aser ablation of glass samples showed similar primary sizes
nd morphology. However, SEM images showed that soft-
gglomerates of particles after nanosecond laser ablation are
ore numerous and larger compared with those from femtosec-

nd laser ablation. This observation could be the result of a larger
mount of mass (higher number of particles/cm3) being ablated
ith nanosecond laser ablation which will increase the number
f collision between primary particles, and/or by changes in the
ynamic expansion patterns of these particles, as shown in Ref.
9].

Moreover, even though the nanosecond laser ablated a larger
mount of mass the femtosecond laser still produced a higher
ransient ICP-MS signal (approximately four times) and fewer
pikes (TRSD of 7% and 3.5% for nanosecond and femtosecond
ulses, respectively), most likely due to settling of the larger
gglomerates during transport and/or the inefficient digestion of
he larger agglomerates (ns-laser) by the ICP.
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bstract

Pulsed laser ablation (266 nm) was used to generate metal particles of Zn and Al alloys using femtosecond (150 fs) and nanosecond (4 ns)
aser pulses with identical fluences of 50 J cm−2. Characterization of particles and correlation with inductively coupled plasma mass spectrometer
ICP–MS) performance was investigated. Particles produced by nanosecond laser ablation were mainly primary particles with irregular shape and
ard agglomerates (without internal voids). Particles produced by femtosecond laser ablation consisted of spherical primary particles and soft
gglomerates formed from numerous small particles. Examination of the craters by white light interferometric microscopy showed that there is a
im of material surrounding the craters formed after nanosecond laser ablation. The determination of the crater volume by white light interferometric
icroscopy, considering the rim of material surrounding ablation craters, revealed that the volume ratio (fs/ns) of the craters on the selected samples
as approximately 9 (Zn), 7 (NIST627 alloy) and 5 (NIST1711 alloy) times more ablated mass with femtosecond pulsed ablation compared to
anosecond pulsed ablation. In addition, an increase of Al concentration from 0 to 5% in Zn base alloys caused a large increase in the diameter

f the particles, up to 65% while using nanosecond laser pulses. When the ablated particles were carried in argon into an ICP–MS, the Zn and Al
ignals intensities were greater by factors of ∼50 and ∼12 for fs versus ns ablation. Femtosecond pulsed ablation also reduced temporal fluctuations
n the 66Zn transient signal by a factor of 10 compared to nanosecond laser pulses.
ublished by Elsevier B.V.
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. Introduction

The aerosol size and size distributions are central topics in
urrent laser ablation ICP–MS research. The particle size is a
rimary parameter that determines the entrainment, transport
fficiency, composition, and decomposition of laser-ablated par-
icles in the ICP [1–5]. To optimize particle size and the size
istribution for laser ablation chemical analysis, it is neces-
ary to identify and study particle growth mechanisms [6,7].

schematic representation of particle formation from vapor
s presented in Fig. 1. At high temperatures (but below the

aterial boiling temperature), primary particles are formed by
ucleation followed by condensation. Afterwards, collision of
rimary liquid particles leads to coalescence and an increase in

he primary size (collision–coalesce process). As the tempera-
ure decreases, coalescence ceases and colliding particles tend
o form hard and soft agglomerates which can continue to grow

∗ Corresponding author. Tel.: +1 510 486 4258; fax: +1 510 483 7303.
E-mail address: rerusso@lbl.gov (R.E. Russo).
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039-9140/$ – see front matter. Published by Elsevier B.V.
oi:10.1016/j.talanta.2007.04.029
y a cluster–cluster collision process [8–11]. Experimental con-
itions in which any of these processes is favored will establish
he final particle size and shape.

The characteristics of particles generated by laser ablation,
amely, number density, composition, shape and size distribu-
ion are dependent on parameters such as those that influence the
mount of ablated mass: laser power density, beam diameter and
rofile, wavelength, etc. Parameters that influence the plasma
roperties and evolution (gas environment, pressure, etc.), and
ample chemical and physical properties are important as well
2,4,5,12–14].

It has been demonstrated that experimental conditions in laser
blation studies could be established in order to customize par-
icle size and size distribution [15–17]. However one question
hat immediately emerges is; are ideal laser ablation conditions
uitable for providing appropriately sized particles for ICP–MS
nalysis? Experimental conditions in which a particular size is

enerated could lead to conditions less than ideal for ICP–MS
hemical analysis. For example, changes in the sample environ-
ent such as decreasing pressure inside the ablation chamber or

ven the use of vacuum has been shown to decrease the particle
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Fig. 1. Schematic representatio

ize [17]. But these environments prevent the transport of
he ablated mass out of the ablation chamber and into the
CP–MS. Therefore compromise conditions (laser, environment
nd detection) that allow control of the particle size, efficient
ransport and subsequent analysis are necessary.

The ablation “behavior” of a sample can be described by three
arameters, namely ablation rate, particle size distribution, and
article chemistry. These parameters govern the ICP–MS signal
n terms of accuracy, precision and sensitivity. The importance
f controlling these parameters is observed for example, when
sing calibration curves for quantitative analysis. In many cases
calibration curve (ICP–MS signal versus concentration) would

ot be an accurate representation of the analyte behavior between
amples unless the ICP–MS signal was normalized to the mass,
he volume of mass ablated or an internal standard of known
oncentration. Even if the amount of mass or volume ablated

d
w
p
a

Fig. 2. Experimental set
article generation mechanisms.

as the same for different samples, there is no guarantee that
he particle size, size distribution and overall “behavior” would
e the same.

There have been many studies about particle size distribu-
ions reported using nanosecond and femtosecond laser ablation
1,3,12,18–23]. However, an ideal particle size for LA–ICP–MS
as not been established mainly due to inherent differences
etween instruments, experimental conditions, and samples. In
any cases, as in this study, it is necessary to determine particle

ize and size distribution, and then examine how these particles
ffect the ICP–MS chemical analysis.

In the case of nanosecond laser ablation, it has been well

ocumented [1–5] that the particle size and size distribution
ill strongly depend on the experimental conditions and sam-
le properties. The primary thermal nature of nanosecond laser
blation can lead to formation of a molten layer, preferential

up and conditions.
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Table 1
Elemental composition (mass fraction, in %) (Zn95Al5)

SRM SRM Cu Al Mq Fe Pb Cd Sn Cr Mn Ni Si ∼Zn

625 Zinc-base 0.034 3.06 0.07 0.036 0.0014 7E-04 0.0006 0.0128 0.01 0.0184 0.017 96.7181
626 Zinc-base 0.056 3.56 0.002 0.103 0.002 0.0012 0.002 0.0395 0.048 0.047 0.042 96.0795
627 Zinc-base 0.132 3.88 0.03 0.023 0.021 0.005 0.0042 0.0038 0.014 0.0029 0.021 95.8758
628 Zinc-base 0.611 4.59 0.0094 0.066 0.0045 0.004 0.0017 0.0087 0.0091 0.03 0.008 94.6576
629 Zinc-base 1.5 5.15 0.094 0.017 0.0135 0.016 0.012 0.0008 0.017 0.0075 0.078 93.1100
6 0.0
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alloy NIST 1736–1742 (“Zn99.5Al0.5”), and aluminum alloy
NIST 1710–1712 (“Al”). Tables 1–3 show the trace element
concentration and matrix composition for these standards.
(http://srmors.nist.gov/).

Table 2
Elemental composition (mass fraction, in %) (Al)

SRM SRM Cd Pb ∼Al

1710 Aluminum base 0.0008 0.00177 99.9974
30 Zinc-base 0.976 4.3 0.03 0.023 0.0083

ompositions of the reference standard series NIST 625–630. http://srmors.nist

aporization of elements, and ejection of melted particles, in
ddition to particles formed from condensation. The ejection of
olten mass leads to the formation of large particles (>200 nm)

4,24]. Large particles (>200 nm) that are successfully trans-
orted to the ICP may not be completely vaporized, which may
esult in elemental fractionation in the ICP [5,12]. The formation
f these particles is primarily determined by the laser (energy,
pot size, focusing conditions, etc.); as well as surface tension
nd fluid stability. Femtosecond laser ablation, on the other hand,
an be predominantly non-thermal; the phonon relaxation time
heating) in a solid is of the order of ∼100 fs to a few ps. With
emtosecond-pulsed ablation, the irradiated volume can explode
Coulomb explosion) before the photon energy is dissipated as
eat in the lattice; melting is reduced (reducing or eliminating
elt ejection) and the ablation process could produce a more

niform aerosol compared to nanosecond laser ablation [25].
mproved chemical analysis precision and accuracy by reduc-
ng systematic errors related to the particle size distribution and
esultant spikes in the transient signal as well as a relaxation
f matrix dependence has been shown for the analysis of glass
nd metal alloy samples when using femtosecond laser pulses
26–30].

The goal of this work was to characterize particles produced
y UV-nanosecond and UV-femtosecond laser ablation for three
eries of alloy standard reference materials and pure Zn, by mea-
uring particle size distributions, crater volumes, crater profiles,
nd establishing correlations with ICP–MS performance.

A set of useful definitions for this paper is based on the
orphological properties of the particles: Primary particles are

efined as the smallest identifiable individual particles. Hard
gglomerates are assemblies of primary particles held together
y strong bonds, probably ionic/covalent in nature. Soft agglom-
rates are assemblies of primary particles or hard agglomerates
eld together by weak bonds which may be due to van der Waals
orces or ionic/covalent bonds operating over very small contact
reas [9,31], cf (Fig. 1).

. Experimental

The experimental system and conditions are shown in Fig. 2.
he experimental setup included a femtosecond laser system

onsisting of a Spectra Physics Mai Tai Ti:sapphire seed laser
nd Spitfire regenerative amplifier. The 150 fs pulses at 800 nm
ere frequency tripled to obtain the 266-nm wavelength. The

ourth harmonic of the Nd:YAG laser was used for the nanosec-

1
1

C
n

05 0.004 0.0031 0.0106 0.0027 0.022 94.6155

nd (4 ns) ablation studies. An ICP–MS (VG PQ3 from VG
lemental) was used to chemically analyze the ablated mass
nd a DMA (Differential Mobility Analyzer) was used for the
article size measurement.

Laser ablation occurred in an argon environment under atmo-
pheric pressure; the flow rate of the argon in the chamber was
.25 L/min. The same laser energy and spot size was used (same
uence) for both laser systems. For the particle size distribution
easurements, a flow switch was installed before the inlet to the
MA to ensure the working flow rate of 0.3 L/min; the rest of

he flow was discarded through a filter. The differential mobility
nalyzer (DMA) with air under atmospheric pressure can mea-
ure particle diameter from 10 to 850 nm. However in argon, arc
ischarging occurred at voltages lower than the design value in
ir and reduced the maximum measured particle size from 850 to
400 nm. In addition, the measurement process requires a scan-

ing time of at least 1 minute for each data acquisition. However,
he size of laser-ablated particles may change with time as a
rater is developed. Therefore, to get a uniform particle gener-
tion during the measurement, the samples were translated at a
onstant speed during ablation (10 �m/s) to eliminate the effects
f changing crater shape on particle size; this was confirmed by
reliminary ICP–MS measurements that showed steady signal
nder these conditions. A white light interferometer microscope
Zygo-New View 200) was used for the craters profiles and vol-
mes measurements, this instrument posses a vertical resolution
f <0.1 nm and a lateral resolution of 0.37–9.5 �m objective
ependent.

The samples (series of standard reference materials) used
n this study were high purity zinc (99.99%, Goodfellow),
inc alloy from the National Institute of Standard and Tech-
ology (NIST) series 625–630 (“Zn95Al5”), zinc-aluminum
711 Aluminum base 0.0021 0.00639 99.9915
712 Aluminum base 0.0052 0.01559 99.9792

ompositions of the reference standard series NIST 1710–1712. http://srmors.
ist.gov/.
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Table 3
Elemental composition (mass fraction, in %) (Zn99Al0.5)

SRM SRM Al Pb ∼Zn

1736 Zinc-base 0.3076 0.0029 99.6895
1737 Zinc-base 0.6302 0.0029 99.3669
1738 Zinc-base 0.1014 0.0101 99.8885
1739 Zinc-base 0.2049 0.0302 99.7649
1740 Zinc-base 0.4177 0.0691 99.5132
1741 Zinc-base 0.5242 0.1571 99.3187
1742 Zinc-base 0.7917 0.0081 99.2002
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ompositions of the reference standard series NIST 1736–1742.
ttp://srmors.nist.gov/.

. Results and discussion

.1. Particle size measurements

Most particle size distribution functions can be described
sing the following parameters: number density, particle diam-
ter and span.

Number density: when using the differential mobility ana-
yzer (DMA) system the primary measurement is the differential
umber concentration (dN) of the aerosol per unit volume of gas

ampled, which is the concentration of particles in a given chan-
el. The DMA system is sensitive to the number of particles
n the aerosol sample as opposed to particle mass, color, shape
omposition or other characteristics. The normalized number

o
a
p
s

Fig. 3. Particle size distribution (DMA) for samples (a)
a 73 (2007) 567–576

oncentration, dN/dlogDp, is calculated by dividing dN by the
eometric width of the size channel. This normalized concen-
ration format allows particle size distributions to be compared
egardless of the channel resolution. Span: The span illustrates
he breadth of the distribution in terms of particle size. Span is
alculated from:

pan = (D90 − D10)/D50

Here D10, D50, and D90 refer, respectively, to the particle
iameters below which 10, 50, and 90% of the cumulative
erosol are found. Particle diameter: the electrical mobility
iameter (Dm) is the diameter of a sphere with the same migra-
ion velocity in a constant electric field as the particle of interest
physical diameter, Dp). For spherical particles Dm = Dp [32].

During these experiments, each sample was ablated at 6
ifferent surface locations, which resulted in six particle size dis-
ribution measurements. The average of these six particle size

easurements was calculated and is presented in Fig. 3. The
rror bars represent the standard deviation of this average.

Number density: In Fig. 3a–d, significant differences in the
umber density of particles was measured in the 10–400 nm
ange by using femtosecond compared to nanosecond laser
blation. The larger number density of particles from femtosec-

nd laser ablation originates from a higher ablation rate (more
blated mass hence more particles). Fig. 4 shows the crater
rofiles (samples Zn (a), NIST 627 (b), and NIST 1711 (c)) mea-
ured with a white light interferometer microscope (Zygo-New

Zn; (b) NIST 625, (c) NIST 1737, (d) NIST 1710.
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ig. 4. White light interferometer microscope measurements of the crater pro
alculations.

iew 200). These profiles showed similar crater depths. How-
ver, mass deposit was not observed around the craters (rim)
roduced by femtosecond pulsed laser ablation. Therefore, the
et volume, measured with white light interferometric micro-
cope, which is the difference between the volume below and
bove the sample surface (represented by 0 in the y-scale), was
igher for femtosecond laser ablation. Net volume ratio (fs/ns)
or the selected samples shows that fs–laser ablation produce
pproximately 9 (Zn), 7 (NIST627) and 5 (NIST1711) times
ore ablated mass compared to nanosecond pulsed ablation

Table 4). These data support that the larger number density of
articles produced by femtosecond laser ablation is associated
ith the larger amount of mass ablated from the sample. But how
uch mass was removed from the sample per second and how
uch of the ablated mass reached the DMA in an appropriate

orm to be measured?.

To answer these questions comparison based on the volume of

blated material per second, calculated from the sample craters,
o the number concentration of particles per second from the
MA, was made. The volume of ablated material per second

able 4
olumes calculated from crater geometric shape and from DMA measurements

ample Zn NIST 627 NIST 1711

olume net ratio (fs/ns) 5 9 7
otal concentration (�m3/cm3) ratio (fs/ns} 62 10 5
ntegrated signal intensity ratio (fs/ns) 50 23 12

p
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fl
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a) Zn, (b) NIST627, and (c) NIST1711. (d) Triangle shape used for volume

rom the sample craters was calculated using a prism volume
quation. The prism volume equation V = Atriangleh was used
ue to the triangular shape of the crater profile (Fig. 4d). Here
is the length of the trench (ablation time 170 s × scan speed

0 �m/s) and A is the triangle area. For these calculations only
he volume of the trench removed (volume below surface, 0 in
he y-scale) was considered. The results of these calculations
s well as the data of number concentration of particles per
econd obtained from the DMA are presented in Table 5. From
hese calculations the percentage of ablated mass per second that
eaches the DMA was: pure zinc 91% (fs)–1.5% (ns), NIST627
25% (fs)–12% (ns) and NIST1711 96% (fs)–15% (ns). These
esults indicate that for fs–laser ablation, essentially all ablated
ass was in suitable form to be transported to and measured by

he DMA. Similar levels of transport efficiency were recently
eported for NIR-fs laser ablation of brass in helium [33]. In this
aper, the lower limit of transport efficiency (independent of the
ell used) was reported to be about 77%. This efficiency was
alculated after: weighing the sample before and after ablation
ith a microbalance, collecting the particles by low-pressure

mpaction, and evaluation of the impacted masses by X-ray
uoresce spectroscopy (XRF).

To account for the missing volume, especially for nanosecond
aser ablation, is not an easy task. However, it can be assumed

hat some of the missing volume went to the material deposited
round the crater (rim or volume above the surface), and some
ent to large particles that were not transported to or were not
easured by the DMA (>400 nm).
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Table 5
Femtosecond to nanosecond ratios; volume net (�m3), total concentration (#/cm3) and ICP–MS integrated signal intensities

From crater From DMA

Scan speed
(�m/s)

Time
(s)

Distance
(�m)

Base
(�m)

High
(�m)

Area
(�m2)

Volume
(�m3)

Volume/s
(�m3/s)

nm3/cm3 �m3/cm3 Flowrate
(cm3/s)

Volume/s
(�m3/s)

Volume
(fs/ns)

Zn
ns 10 170 170 20 20 200 340000 2000 5.86E + 09 5.86 5 29.3 62
fs 10 170 170 20 20 200 340000 2000 3.64E + 11 364 5 1820

N627
ns 10 170 170 20 20 200 340000 2000 4.91E + 10 49.1 5 245.5 10
fs 10 170 170 20 20 200 340000 2000 5.02E + 11 502 5 2510

N
76250
43100
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1711
ns 10 170 1700 13 25 162.5 2
fs 10 170 170 13 22 143 2

The breadth of the distributions in terms of particle size
Span) shows no significant difference between nanosecond and
emtosecond laser ablation. The calculated spans for all the sam-
les particle size distribution functions yield an average of 1.6
or nanosecond laser ablation and 1.7 for femtosecond laser
blation.

Particle diameter: Comparison of the median particle size
median particle size represents the value in which the distribu-
ion function is split in half, 50% of the particles are above and
elow this value) shows that nanosecond laser ablation produced
maller particles than femtosecond laser ablation (cf. Fig. 3).
his observation is consistent for all the samples within and
etween the different series of alloy standards and pure zinc.
n apparent contradiction to the general assumption that fem-

osecond laser ablation generates smaller particles compared
o nanosecond laser ablation is notable [28]. One explanation
ould be provided by evidence that nanosecond laser ablation

roduces a bimodal distribution in which there is a maximum at
article size range of 10–200 nm and another at larger particle
izes (>600 nm) [15]. Since particles size measurements, in this
tudy, are only been carry out for particles between the range of

o
l
m
d

Fig. 5. SEM images of Zn particles; (a–d) nano
1625 5.87E + 10 58.7 5 293.5 5
1430 2.77E + 11 277 5 1385

0–400 nm (due to DMA limitations), it is plausible to assume
hat the majority of mass ablated by nanosecond laser pulses
ere particles >600 nm. From this point of view, femtosecond

aser ablation is producing a larger number of particles in the
ange of 10–400 nm, which are better suited for ICP–MS.

Another uncertainty derives from the fact that the method
sed for measuring the particle size distribution assumes spher-
cal shape of the particles [32]. However, this is not always
he case and deviation of the spherical shape leads to dis-
repancies in the size determined (over- or underestimation).
or DMA measurements, the electrical mobility Zp is related

o the size of the aerosol particles. The definition of Zp is
p = (neCc(Dm)/3πηm) where, n is the number of elementary
harges on a particle, e is the elementary charge (1.6 × 10−19

oulomb), Cc is the Cunningham slip correction, η is the gas
iscosity, and Dm is the electrical mobility diameter. When par-
icles deviate from spherical, in particular for the case of soft

r hard agglomerates of particles, the drag force experienced is
arger but the electrical force is the same, so it is “sized” as a
obility-equivalent sphere that is larger than its sphere physical

iameter. For compact hard agglomeration of particles with and

second e–h) femtosecond laser ablation.
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ithout internal voids, Dm ≈ Dp, and for soft agglomeration of
articles with or without internal voids Dm > Dp, where Dp is the
hysical diameter [32]. To investigate which of the possibilities
resented above is responsible for the DMA data showing that
he nanosecond pulsed laser produces smaller particles than the
emtosecond pulsed laser, characterization of particles by means
f scanning electron microscopy (SEM) was performed.

For SEM measurements, NIST 1711 and Zn were ablated
sing the same conditions as above; the ablated mass was col-
ected on small clean silicon substrates. Particles were collected
t the exit of the ablation chamber after a distance of 1 meter
f tubing (normal input to the ICP–MS). The particle collec-
ion time for both nanosecond and femtosecond ablation was
he same (480 s).

SEM images show that the particle shapes and sizes
ere different for nanosecond and femtosecond laser ablation,
igs. 5 and 6. Individual particles and clusters were observed
ith both lasers. From nanosecond laser ablation, individual
articles and clusters have irregular shapes. Clusters of parti-
les appearing to be melted together are referred to here as hard
gglomeration of particles [with irregular shape as is the case
f nanosecond Zn (Fig. 5b and c) and NIST 1711 (Fig. 6b and
) or with compact shape as for femtosecond Zn (Fig. 5f and
)]. From femtosecond ablation, however, most of the individ-
al particles have spherical shape and the clusters of particles
re gathering of primary particles to form soft agglomerations
except for zinc sample, where some hard-agglomerates are also
isible). The differences between soft and hard agglomeration
f particles reside in the type of interaction between the primary
articles. A soft agglomeration of particles can be separated into
ts primary constituents without losing their shape and proper-
ies, while this is not possible from a hard agglomeration of
articles. Soft agglomeration of particles can be broken into pri-

ary particles and/or hard agglomerates. From these images, it is

easonable to speculate that DMA measurements are more reli-
ble for particles generated by the femtosecond laser due to their
pherical shape. Moreover, femtosecond laser ablation particles

m
t
l
a

Fig. 6. SEM images of NIST 1711 particles; (a–d) n
a 73 (2007) 567–576 573

n the SEM images are in concordance with the DMA particle
ize distributions. However, even though for femtosecond laser
blation most of the produced particles were transported and
easured by the DMA, an overestimation of the size cannot be

ompletely ruled out, due to the appearance of soft agglomerates
n these images.

Studies of particle formation by flame aerosol reactors [8–11]
how that the particle size strongly depends on: the precursor
oncentration [affects number of collisions (atoms and clusters)
t early times, which will affect the size of the primary particles].

high maximum flame temperature accelerates reaction kinet-
cs and prolongs particle coalescence, promoting the formation
f larger primary particles. High cooling rate prevents coales-
ence, resulting in smaller primary particle sizes. Long residence
imes prolong particle coalescence, thereby increasing the pri-

ary particle size. By controlling these parameters, researchers
an customize the particle size in a flame. Experimental condi-
ions in a flame aerosol reactor may be “easier” to control than
n a laser ablation experiment. Nonetheless, parameters such as
he amount of ablated mass and cooling rate are expected to play
imilar roles in laser ablation experiments. In laser ablation, as in
ame aerosol reactors, a larger amount of precursor (amount of
blated mass) will increase vapor density and number of atomic
ollisions at early times, thus increasing the primary particle
ize. However, even though the effect of cooling rate in the parti-
le formation and growth is not completely understood for laser
blation, it is safe to assume that a faster plasma cooling rate
ill influence the volume of material melted and the production
f particles from the molten layer. Femtosecond laser induced
lasma temperature and electron number density decrease faster
n the first 250 ns after the laser pulse interacts with the sample
ompared to nanosecond induced plasmas [34]. Even though
emtosecond laser ablation generated a larger amount of ablated

ass compared to nanosecond laser ablation under the condi-

ions in this study, the contribution of particles from the melted
ayer by nanosecond laser ablation appears to be significant for
ll analyzed samples. In addition to the mentioned parameters

anosecond (e–h) femtosecond laser ablation.
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samples cannot directly be explained by chemical composi-
tion, due to the complexity of some of the samples. However,
a trend was observed when plotting the number concentra-
tion, dN/dlogDp (normalized to the maximum value) for: (a)
ig. 7. Normalized particle size distribution (DMA) for the series NIST 1736
emtosecond laser ablation.

hat have an effect on the mechanisms of particle formation, it
as recently reported by Koch et al. [35] that when using NIR-
s-LA, predominantly larger particles were formed in the present
f argon compared to helium. They attributed these observations
o the increased collisions frequency between particles product
f the dynamic expansion patterns. In contrast for NIR-fs-LA,
hese dynamic expansion patterns were chaotic and consisted in
ultiple branches independent of the background gas, produc-

ng smaller particles and agglomerates compared to NIR-ns-LA.
close observation of the particles in Figs. 5 and 6 shows that

n addition to large agglomeration of particles some individual
articles were as large as micrometers in size, suggesting that
hey have been ejected from the melted surface instead of being
ondensed from the ablated plasma vapor.

The sizes of particles (primary and hard agglomerates) from
anosecond ablation ranged widely from several tens to thou-
ands of nanometers. The large particles (primary and soft
gglomerates) from femtosecond ablation have a different struc-
ure. They were neck-shaped (Zn) or perfectly spherical particles
NIST 1711) and soft agglomerates formed from several small
articles. These small particles seem ranged from 10 to 50 nm
unresolved particles on the SEM Images 6 g and h), which are
ositioned next to each other reaching dimensions of several

icrometers. There were fewer single large droplets compared

o those observed with nanosecond ablation, suggesting that
elting and ejection of molten mass was less prominent. This

ata confirmed that nanosecond pulsed ablation produces larger
, NIST 625-630 and NIST 1710–1712. (a) Nanosecond laser ablation and (b)

articles compared to femtosecond pulsed laser ablation as was
lso showed by Koch et al. [35] for NIR-ns and NIR-fs-LA.

The different particle shapes and sizes between the studied
Fig. 8. Median particle size vs. aluminum concentration (%).
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Fig. 9. 66Zn transient signals produced by 10 �m/s ablatio

anosecond and (b) femtosecond (Fig. 7) and the median particle
ize versus the aluminum concentration (Fig. 8). For nanosec-
nd laser ablation (Fig. 7a) the particle size distribution modes
which represent the maxima of the distribution functions) are
hifted with respect to each other when compared between the
tandard series. It is also noticeable that the error bars (repre-
enting standard deviation between particle size distributions) in
ach distribution for nanosecond laser ablation are larger than
hose from femtosecond laser ablation. The modes shift from
0 nm for NIST 1736–1742 to 65 nm for NIST 625–630 and
0 nm for NIST 1710–1712. In contrast, for femtosecond laser
blation the mode is 90 nm for NIST 1736–1742, 110 nm for
IST 625–630, and 140 nm for NIST 1710–1711. The total size
ariation measured with the nanosecond laser is a range of about
:1, whereas the same ratio for femtosecond laser ablation is
bout 1.5:1.

An increase in the median particle size was observed with
ncreased aluminum concentration (Fig. 8). Based only on the
n and Al properties, it is possible to speculate that, as the plasma
nd surroundings cool down [assuming the same starting plasma
nd surrounding temperatures, above the sample boiling point]
he ablated mass with higher boiling point will condense and
esolidify sooner than the ablated mass with lower boiling point.
he ablated mass that condenses first will have a higher prob-
bility to coalesce, due to the longer time in the liquid phase.
he boiling and melting temperatures of zinc (1180 and 693 K,

espectively) are lower than aluminum (2792 and 993 K); coa-
escence could be more important in aluminum ablation. From
his analysis it is expected that samples with higher aluminum
oncentration would present the largest particles, which seems
o be the case from the SEM images and DMA measurements.

concentration of 5% Al in the Zn alloy increases the particle
ize by about 65% for nanosecond laser ablation. A similar but

ess dramatic effect (∼30%) was observed with femtosecond
ulses. We speculate that small concentrations of Al in Zn may
ccelerate nucleation of liquid droplets in the supercooled vapor
hase.

e
t
o
r

osecond and femtosecond) (a) pure Zn and (b) NIST 627.

The effects of these particles on the ICP–MS performance
lso were studied. The ICP–MS transient signals were consis-
ently greater for femtosecond compared to nanosecond laser
blation (Fig. 9). The ratio of the integrated signals (fs/ns) and
emporal relative standard deviation (%TRSD, as a measure-

ent of the signal stability) were used as a basis of comparison
etween femtosecond and nanosecond laser ablation. For 66Zn
n pure zinc the ratio of the integrated signals (fs/ns) was 50,
ith TRSD of 17% ns and 2% fs, for 66Zn in NIST 627 the

atio of the integrated signals was 23 with TRSD of 20% ns and
% fs, and 12 times for 27Al in NIST 1711 with TRSD of 23%
s and 3% fs. As showed earlier, the total size variation mea-
ured with the nanosecond laser is a range of about 2:1, whereas
he same ratio for femtosecond laser ablation is about 1.5:1.
nd even though, these ratios do not appear to be that remark-

bly different, when introducing these aerosols into the ICP–MS
hese small differences become significant when comparing ns
o fs–LA.

A clear trend indicating advantages of femtosecond over
anosecond laser ablation for the ablation of metallic samples
as observed for all measurements performed in this study;

he net ablated volume from the crater profile measurements
ndicates that more mass was removed from the sample with fem-
osecond laser pulses with less thermal damage (heat affected
one and rim formation). The total concentration of particles
ormalized by volume demonstrates that a greater number of
articles with suitable sizes to be transported and measured by
he DMA was produced by femtosecond laser ablation (Table 5),
nd the ratio of the ICP–MS integrated signal demonstrated
hat more mass from femtosecond laser ablation reached and
as digested by the ICP compared to nanosecond laser abla-

ion (Table 4). The ratio of the integrated signal to volume net
Table 4) could be used as a measure of the overall improved

fficiency by femtosecond compared to nanosecond laser abla-
ion; for these samples it was shown that there is an improvement
f 10, 2.5, and 1.7 times for Zn, NIST 627, and NIST 1711,
espectively.
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The discussion in this study is focused specifically on metal-
ic samples and the results cannot be generalized to other

aterials even using the same laser conditions. In general, sig-
ificant differences in material properties such as the absorption
oefficient, thermal diffusivity, etc. could generate completely
ifferent ablation behavior. A study of glass samples under the
ame condition used in this paper is presented in a follow-up
aper.

. Summary

Metal particles produced by nanosecond and femtosecond
aser ablation at a fluence of 50 J cm−2 in argon were differ-
nt in size and morphology. Particles produced by nanosecond
aser ablation mainly consisted of primary particles with irreg-
lar shape and hard agglomerates (without internal voids).
articles produced by femtosecond laser ablation consisted
f spherical primary particles and soft agglomerates formed
rom numerous small particles. There were fewer single large
roplets formed by femtosecond laser ablation compared with
hose observed with nanosecond ablation. Melting and ejec-
ion of molten mass was less prominent with femtosecond
blation.

Crater net volume showed that a larger amount of mass from
he metallic samples was ablated using femtosecond laser com-
ared to nanosecond laser ablation. Furthermore, comparison
etween the calculated volume from the crater and total particle
oncentration normalized by volume from the DMA demon-
trated that most of the ablated mass using femtosecond laser
blation reached the DMA while there was a large amount of
ass unaccounted for from the nanosecond craters.
The larger amount of mass ablated from the samples with

he femtosecond laser pulses from these metallic samples, as
n a flame aerosol reactor (with high precursor concentration),
ould increase the number of atomic collisions at early times,
romoting the increase of the primary particle size. However,
he contribution of large particles from melted layer ejection
ecomes an important factor in the overall aerosol quality
hen using nanosecond laser ablation (as observed in the SEM

mages) causing more mass to deposit around the craters, reduc-
ion in transport efficiency, reduction in ICP–MS signal, and
ncreasing signal fluctuations (%TRSD).
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bstract

A novel simple isocratic HPLC method with UV detection for the determination of three compounds in spray solution (active component
lotrimazole and two degradation products imidazole and (2-chlorophenyl)diphenylmethanol) using ibuprofen as an internal standard was developed
nd validated. The complications with different acido-basic properties of the analysed compounds in HPLC separation – while clotrimazole has
Ka 4.7, imidazole has pKa 6.9 compared to relatively more acidic (2-chlorophenyl)diphenylmethanol – were finally overcome using a 3.5 �m
orbax® SB-Phenyl column (75 mm × 4.6 mm i.d., Agilent Technologies).
The optimal mobile phase for separation of clotrimazole, degradation products imidazole and (2-chlorophenyl)diphenylmethanol and ibuprofen
s internal standard consists of a mixture of acetonitrile and water (65:35, v/v) with pH* conditioned by phosphoric acid to 3.5. At a flow rate of
.5 ml min−1 and detection at 210 nm, the total time of analysis was less than 6 min.

The method was applied for routine analysis (batch analysis and stability tests) in commercial spray solution.
2007 Elsevier B.V. All rights reserved.
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. Introduction

Clotrimazole (CLO, Fig. 1), 1-[(2-chlorophenyl)dipheny-
methyl]-1H-imidazole, is relatively non-toxic synthetic imida-
ole derivative with broad-spectrum of antimicrobial activity,
rst described in 1969. It is a well-established drug used in
ermatology and gynaecology, available in the form of tablet,
ream and solution formulations. Ointments containing CLO
re widely used for the treatment of various systemic mycoses
ncluding candidiasis; the compound is highly effective, but can
ause liver enzyme changes [1–6].

Pharmaceutical formulations are usually complex mixtures of
ompounds comprising the effective substance, auxiliary sub-
tances, and, in some cases, preservatives. There is a need to
etermine not only the active substance to confirm its quality in

he preparation, but also very small amounts of its degradation
roducts to obtain information about the stability of the active
ubstance.

∗ Corresponding author. Tel.: +420 49 5067294; fax: +420 49 5067164.
E-mail address: petr.solich@faf.cuni.cz (P. Solich).
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039-9140/$ – see front matter © 2007 Elsevier B.V. All rights reserved.
oi:10.1016/j.talanta.2007.04.023
tudies; Simultaneous determination

Some methods have been described for identification and
uantification of active substance CLO, such as densitometry
7], spectrophotometry [8,9], voltammetry [10], polarographic
etermination [11], capillary electrophoresis separation [12,13],
icellar electrokinetic chromatography [14], thin-layer chro-
atography [15] and HPLC [16–19], but no method has

een found for the simultaneous determination of all three
mportant components—CLO and its two degradation prod-
cts: (o-chlorophenyl)diphenylmethanol (CDM, Fig. 1) and
midazole (IM, Fig. 1). Moreover, the current United States
harmacopoeia USP 29 specifies an HPLC method for the deter-
ination of CLO and only one of its degradation products –
DM in the topical creams, but not simultaneously in the pres-
nce of the second degradation product, which usually occurs –
M [20]. Two methods [21] were recently developed for HPLC
etermination of five components in pharmaceutical product –
lotrimazole cream 1% – for internal purposes in our work-
lace in 2002. The first method deals with the simultaneous

etermination of CLO and two preservatives (methylparaben
nd propylparaben), the second separate method describes the
etermination of degradation products of CLO (CDM, IM) after
ong-term stability tests. No method has been developed for the
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ig. 1. Chemical structures—major component clotrimazole (1) and its degra-
ation products (o-chlorophenyl)diphenylmethanol (2) and imidazole (3).

etermination of all three compounds of interest in one step with
espect to their different chemical properties and the different
cido-basic behaviours in HPLC system.

The purpose of this study was to develop a new sim-
le and quick isocratic HPLC method with UV detection for
imultaneous determination of the active substance CLO and
ts two degradation products CDM and IM (presented usu-
lly in a very low quantity) in one step, in a clotrimazole
ormulation—Clotrimazole spray 1% solution. Due to the dif-
erent acido-basic characteristics (pKa) of all three compounds
clotrimazole and imidazole are basic compounds) and thus
roblematic separation on RP-HPLC, their simultaneous deter-
ination has not been described in literature yet.

. Experimental

.1. Chemicals and reagents

Stock solutions of clotrimazole, imidazole, (2-chlorophenyl)
iphenylmethanol and ibuprofen, flurbiprofen, ketoprofen, hex-
chlorophene and terbinafin (tested as internal standards),
ere used for the purpose of this study. Clotrimazole

s well as both degradation products imidazole and (2-
hlorophenyl)diphenylmethanol were provided by Amoli
rganics Ltd. (Mumbai, India). Ibuprofen and flurbiprofen were
btained from Sigma–Aldrich (Schelldorf, Germany), ketopro-
en, hexachlorophene and terbinafin from Herbacos-Bofarma
td. (Pardubice, Czech Republic). All of these compounds were
hecked by comparison with European Pharmacopoeia CRS
tandards (Strasbourg, France).

Phosphoric acid 85% p.a. was obtained from Merck (Darm-
tadt, Germany), acetonitrile Chromasolv for HPLC from
igma–Aldrich (Schelldorf, Germany). HPLC grade water was
repared by Milli-Q reverse osmosis by Millipore (Bedford,
SA) and meets European Pharmacopoeia requirements.

.2. Chromatographic system

Shimadzu LC-2010C system (Kyoto, Japan) was used to per-

orm all experiments. The instrument was equipped with column
ven temperature control and built-in autosampler. Chromato-
raphic software Class VP 6.12 was used for data collection and
rocessing.

c
a
t
(

73 (2007) 483–489

Various chromatographic columns were tested: Supelco
iscovery R Cyano (100 mm × 4 mm, 5 �m, Sigma–Aldrich),
upelco Discovery ZR-PBD (150 mm × 4.6 mm, 5 �m,
igma–Aldrich), Zorbax SB-phenyl (75 mm × 4.6 mm, 3.5 �m,
gilent Technologies), Zorbax TMS (250 mm × 4.6 mm,
�m, Agilent Technologies), Purospher LiChroCART RP-18
ndcapped (125 mm × 4 mm, 5 �m, Merck).

UV spectra measurements were carried out by Hewlett
ackard 8453 spectrophotometer equipped with Chemstation
oftware. Acetonitrile solutions of individual compounds were
repared and tested by comparison with acetonitrile blank solu-
ion.

.3. Standard preparation

Stock solutions of individual chemicals (active ingredient,
egradation products and internal standard) were prepared
issolving appropriate amount in acetonitrile. The reference
tandard solutions were prepared diluting the respective stock
olutions to the final concentrations of CLO (500 mg 1−1),
buprofen (100 mg 1−1), IM (5 mg 1−1) and CDM (5 mg 1−1)
n 100 ml volumetric flask in acetonitrile. The stock solution of
nternal standard (ibuprofen) was prepared dissolving 500 mg in
00 ml of acetonitrile and used for standard and sample prepa-
ation as well.

All solutions were stored in the refrigerator (4 ◦C) because
f the stability reasons.

.4. Sample preparation

1.0 g of Clotrimazole spray solution (1%) – this amount cor-
esponds to 10 mg of CLO – was accurately weighed into the
0 ml volumetric flask; 400 �l of the stock solution of internal
tandard was added and filled up with acetonitrile and directly
njected to the chromatographic system.

.5. Method optimization and validation

Chromatographic separation was optimized with the respect
f the stationary and mobile phase compositions, flow rate, sam-
le volume, detection wavelength and internal standard.

The objective of method validation was to demonstrate suit-
bility for routine application of the developed methodology
nder stated requirements of ICH guidelines Q2A and Q2B [22].
ecommended validation characteristics depend on the type of
nalytical procedure. An important part is system suitability test
hich covers in detail number of theoretical plates, peak asym-
etry, resolution of individual components and repeatability of

njection which is evaluated by retention time and peak area
alues.

The method accuracy (% of recovery and % of individual
easurements as R.S.D.) and method precision were tested

sing six samples in three replicates. Linearity (correlation

oefficient) was tested in the range 50–150% of the expected
mount of CLO (250–750 mg 1−1). Degradation products were
ested in the range of 0.1–1.0% of active substance content
0.5–5.0 mg 1−1). Six concentration levels were used.
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Method selectivity was verified by comparison of sample
f pharmaceutical formulation, reference standard solution and
lacebo chromatograms. Limits of detection and quantification
ere provided for both degradation products and calculation
as made by mean of signal-to-noise ratio method. Standard

olution short-term stability (2 days) was tested at ambient tem-
erature (25 ◦C) and at 4 ◦C. Method robustness with respect to
he mobile phase composition was studied as well and validated
y retention time and peak area values.

. Results and discussion

.1. Method optimization

All the separated compounds are organic substances with
ifferent structures and different retention on various stationary
hases.

HPLC with UV detection was chosen as a simple, fast and
ffective separation method for determination of CLO and its
wo degradation products. All tested compounds had a low
etector response at wavelengths in the range of 230–350 nm.
he optimal absorption wavelength for detection of the com-
ounds was chosen especially with regard to absorption spectra
f degradation products; both give higher detector response at
10 nm, therefore the final absorption wavelength for detection
as chosen at 210 nm.
Several analytical columns were chosen and tested during

he development of this method. Agilent Zorbax reversed-phase
onded phases based on ultra-pure silica – StableBond (SB) –

rovide the best peak shape and sample resolution, as well as
ong column lifetimes. Zorbax SB columns are designed for high
tability at low pH (pH range 1–6). Zorbax StableBond packag-
ng of Zorbax SB-Phenyl column (75 mm × 4.6 mm, 3.5 �m) is

T
S
r
p

Fig. 2. LC–UV chromatogram (210 nm) obtained from the analysis of standard so
73 (2007) 483–489 485

ade by chemically bonding dimethylphenethylsilane to Zorbax
il particles, it is not endcapped in order to provide exceptional
tability and reproducibility under acidic mobile phase condi-
ions. The packing of Zorbax TMS column (250 mm × 4.6 mm,
�m) is produced by chemically bonding trimethylsilane groups

o Zorbax silica particles [23]. The base material for Purospher
igh-purity HPLC columns is made of tetraalkoxysilane. Due to
he absence of heavy metals in the silica matrix and in com-
ination with a complete coverage of the silica surface, this
tationary phase enables tailing-free chromatography. LiChro-
ART Purospher RP-18 endcapped column (125 mm × 4.0 mm,
�m) is designed for both the separation of basic compounds
ith simple neutral eluents and for the elution of strongly acidic

ompounds [24]. The packing of Supelco Discovery CN column
100 mm × 4.0 mm, 5 �m) has low hydrophobicity for rapid
lution of hydrophobic analytes and excellent peak shape and
etention of strongly basic analytes. The Supelco column con-
aining Discovery Zr zirconia particles are not susceptible to
cidic or basic hydrolysis and, therefore, do not have the pH lim-
tation of silica. Discovery Zr particles also have ion-exchange
haracter via the adsorbed Lewis base buffer ions. The packing
f the Supelco Discovery ZR-PBD column (150 mm × 4.6 mm,
�m) has selectivity similar to C18-silica for nonionic com-
ounds [25].

Different mobile phases consisting of acetonitrile and water
ere tested; pH* of mobile phase was adjusted with 85% phos-
horic acid to 2.7 according to the previous experiments [21].
inally the best results were obtained using a mobile phase con-
isting of acetonitrile and water in the ratio 65:35 (v/v), pH* 2.7.

he analysis times with analytical columns Zorbax TMS and
upelco Discovery Zr-PBD were too long—60 min and 45 min,
espectively; on Supelco Discovery CN column all tested com-
ounds were not completely separated. The best results were

lutions using the mobile phase acetonitrile and water (65:35, v/v), pH* 2.7.
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LOD and LOQ were provided for degradation products CDM
and IM by means of signal-to-noise ratio method.

The short-term stability of the compounds of interest was
tested. Standard solutions were kept at ambient temperature
Fig. 3. LC–UV chromatogram (210 nm) obtained from the analysis of stand

btained using Purospher LichroCARD RP-18e column (the
nalysis time was about 14 min) and Zorbax SB-Phenyl col-
mn (about 6 min), the later was finally chosen for validation
ecause all tested compounds were sufficiently separated in
hort analysis time (Fig. 2).

Another problem erased with placebo interference because
he retention time of IM was very short. The pH* of mobile phase
sed was therefore adjusted to pH* 3.5 when ibuprofen was
etter ionized and CLO and IM were worse ionized; therefore the
eaks of CLO and IM changed their positions on chromatogram
nd the retention times of peaks of IM and CDM were enlarged
Fig. 3). With increasing the pH* to 3.8 CLO was eluted lately,
DM and CLO were not completely separated and moreover
eak shapes were not acceptable. Therefore, the pH* of mobile
hase 3.5 was finally chosen.

.2. Internal standard

The method using internal standard was used for the purposes
f this study. Ibuprofen, flurbiprofen, ketoprofen, terbinafin and
exachlorofen were tested. The retention time of hexachlorofen
as about 19 min, thereby the analysis was too long; the peaks
f flurbiprofen, ketoprofen and terbinafin were not completely
eparated from the peak of CLO. Ibuprofen was successfully sep-
rated from other compounds in solution, having the retention
ime about 2.9 min in between IM and CLO; therefore, ibuprofen
IBU, Fig. 4) has been used as internal standard.

.3. Final conditions
Zorbax SB-Phenyl column (75 mm × 4.6 mm, 3.5 �m),
obile phase composed of acetonitrile and water in ratio 65:35

v/v) and pH* 3.5 (adjusted with 85% phosphoric acid) at flow
lutions using the mobile phase acetonitrile and water (65:35, v/v), pH* 3.5.

ate 0.5 ml min−1 were finally used for the analysis. IBU was
sed as the internal standard, the sample volume was 5 �l, the
nal wavelength for detection was chosen at 210 nm at ambi-
nt temperature. The resolution for IM and the internal standard
BU was 6.09, for CLO and CDM 3.68, respectively (shown in
able 3 validation results). The analysis time at those conditions
as 6 min.

.4. Method validation

Recommended validation characteristics including method
recision (%R.S.D.), method accuracy (% of recovery, %R.S.D.)
inear range (correlation coefficient) and method selectivity
sing placebo of pharmaceutical formulation were measured.
Fig. 4. Internal standard ibuprofen.
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Table 1
Short-term stability study of tested compounds

Time of storage (h) Concentration changes during storage (%)

Clotrimazole (2-Chlorophenyl)diphenylmethanol Imidazole

25 ◦C 4 ◦C 25 ◦C 4 ◦C 25 ◦C 4 ◦C

0 100.00 100.00 100.00 100.00 100.00 100.00
24 +0.55 +0.53 +1.54 +1.36 +0.33 +0.60
48 +0.40 +0.83 −0.07 +0.84 +0.36 +0.65
72 +0.55 +0.68 −0.18 −0.29 +0.33 +0.69

Table 2
The influence of changes in mobile-phase composition (method robustness)

Mobile-phase composition (pH* 3.5) Clotrimazole (2-Chlorophenyl)diphenylmethanol Imidazole

tR A tR A tR A

ACN:H2O (75:25, v/v) 4.22 106.27 3.24 100.29 1.98 144.48
ACN:H2O (70:30, v/v) – – – – 1.86 107.87
ACN:H2O (65:35, v/v) 3.45 100.00 4.95 100.00 1.72 100.00
A 6.
A 9.
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CN:H2O (60:40, v/v) 4.04 100.93
CN:H2O (55:45, v/v) – –

CN: acetonitrile; tR: retention time; A: peak area (%).

25 ◦C) and in refrigerator (4 ◦C). Changes in content of CDM,
igher than 1%, were observed during the storage at ambient
nd at lowered temperatures even after 24 h (Table 1). The same
hanges were not observed during storage of all other com-
ounds showing peak area changes up to 1%. This indicates
hat stock and standard solutions of CDM should be prepared
reshly and solutions of CLO and IM could be stored at 4 ◦C or
t 25 ◦C for 72 h.

Influences of changes in mobile-phase composition (±10%)

ere studied to determine robustness of the method. Peak area

nd retention time changes were observed. Results are clearly
een in Table 2. Relative peak area related to the peak area

t
p
A

able 3
ethod validation results of individual compounds

arameter Clotrimazole (2-Chloro

ST
Theoretical platesa 1046 5641
Asymmetrya 1.14 1.05
Resolutiona 2.34 3.68
Repeatability-trb 0.04 0.33
Repeatability-Ab 0.05 0.29

alidation
Precisionc (%R.S.D.) 0.59 0.28
Linearity (correlation coefficient) 0.999991d 0.99968e

Accuracyc (%R.S.D.) 1.13 0.28
Accuracyc (%recovery) 99.12 100.61
Selectivity No interference No interfe
LOD (mg ml−1) – 8.60 × 10
LOQ (mg ml−1) – 2.86 × 10

a Made in three replicates.
b Made in six replicates.
c Six samples injected three times each.
d At 50, 75, 100, 125, 150% levels, three replicates.
e At 0.1–1.0% range of active substance concentration.
30 104.32 1.72 102.59
35 96.95 1.59 100.25

or optimal mobile phase composition ranged from 100.93%
o 106.27% for CLO, from 100.29% to 104.32% for CDM
nd from 100.25% to 144.48% for IM. Mobile phase with the
cetonitrile–water ratio 75:25 (v/v) was unsuitable because of
igh value of peak area for IM. Mobile phase prepared in the
atio 70:30 (v/v) did not allow complete separation of the peaks
f CDM and CLO, in the ratio 55:45 (v/v) peaks of CLO and
he internal standard IBU were not completely separated. In
ther experiments complete separation of CLO and degrada-

ion products was achieved but the composition of the mobile
hase affected the total time of analysis. With the ration of MF
CN: H2O (75:25, v/v) the change of sequence of CLO and

phenyl)diphenylmethanol Imidazole Limits

1535 N > 900
1.03 T < 2
2.14 Rij > 1.5
0.47 R.S.D. < 1%
0.20 R.S.D. < 1%

0.47 R.S.D. < 5%
0.999945e R > 0.9990
0.48 R.S.D. < 5%
103.85 X = 100 ± 5%

rence No interference –
−4 1.19 × 10−3 –
−3 3.97 × 10−3 –
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ig. 5. LC–UV chromatogram (210 nm) obtained from the analysis of compo
est; upper chromatogram: analysis of compounds in standard solution.

DM peaks happened and thus alteration of retention time val-
es of both peaks were found. Small reduction of retention time
f Imidazole with reduction of ACN volume in MF was not so
trong with respect to its acido-basic features and very low reten-
ion time values (near to dead volume). In view of these findings
pplication of mobile phase of pH 3.5* with the composition
cetonitrile–water 65:35 (v/v) was recommended and strong
ffect of pH value of the mobile phase on positions and shapes
f peaks was proved. The method is robust only for change of
F composition ±3%, where significant changes of peak areas

nd retention times of individual peaks were not found.
All validation results are summarized in Table 3, showing

hat they are in agreement with the expected values. Limits were
entioned in the Czech Pharmacopoeia (CL 2005 – Resolution)

nd some of them were cited from Guidelines of ICH [22].

.5. Pharmaceutical application

The chromatogram in Fig. 5 was obtained using the devel-
ped HPLC method for analysis of a real sample (Clotrimazole
pray 1%) after a long-term stability test (stored for 3 months in
riginal packaging at 25 ± 2 ◦C and relative humidity 60 ± 5%).
lthough the absence of IM and CDM in the sample was

xpected and proved, both degradation products would be clearly
eparated from other compounds present in the sample. The aver-
ge determined amount of CLO in Clotrimazole spray 1% was
01.2 ± 0.6% of the declared amount.
. Conclusion

A novel simple and quick isocratic HPLC method for deter-
ination of clotrimazole and its two degradation products on
n pharmaceutical formulation Clotrimazole spray 1% after 3 months stability

3.5 �m Zorbax® SB-Phenyl column (75 mm × 4.6 mm i.d.)
sing ibuprofen as an internal standard was described. The time
f analysis was less than 6 min. The method has been com-
letely validated, the results obtained were precise and accurate
nd limits of detection of degradation products were sufficiently
ow.

The Zorbax® SB-Phenyl column was found to be ideal for
quick separation of compounds with different acido-basic

roperties, which usually cause problems and complications in
PLC separation.
The method can be used for routine analysis of the tested

ompounds (active component clotrimazole and two degrada-
ion products imidazole and (2-chlorophenyl)diphenylmethanol
sing ibuprofen as an internal standard) after long-term stabil-
ty tests in spray formulation Clotrimazole spray 1% containing
ctive compound clotrimazole and degradation products in the
uality control laboratory.
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bstract

The carbon response characteristics of a recently noted micro-flame ionization detector (�FID) mode are examined in detail. The �FID supports
n extremely small (30 nL) “upside-down” flame that is generated from a low counter-current flow of oxygen immersed in hydrogen. Ionization
easurements made in the �FID are directly compared to those obtained from a conventional FID. In terms of reproducibility of response and

elative sensitivity towards different types of hydrocarbons, the �FID and a conventional FID produce no major differences with respect to either
f these characteristics for a variety of compounds examined. Of note, for replicate measurements made in each detector, the average %R.S.D. of

esponse typically differs by less than 2% between the two devices, while the average normalized sensitivity differs by less than 4%. In contrast
o this, regarding absolute sensitivity, the analyte signal from the conventional air-rich FID is found to be three times larger than that of the
ydrogen-rich �FID mode explored here. This discrepancy is ascribed directly to the difference in flame stoichiometry between the two detectors.

2007 Elsevier B.V. All rights reserved.
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. Introduction

An area of increasing interest in gas chromatography (GC) is
nstrument miniaturization, leading to portable field GC units
nd separations performed on a micro-analytical chip [1–5].
ubsequently, the development of sensitive detectors compat-

ble with these devices is also of importance. To date, several
uch detectors have been reported based on a variety of principles
6–14]. These include diverse methods of surface acoustic wave
ransmission [5,6], plasma based optical emission [7–11], ther-

al conductivity [12], and ion mobility [13,14]. However, even
hough conventional GC applications very often employ infor-

ative flame-based sensors such as the flame ionization detector
FID) or the flame photometric detector (FPD), their adaptation
nto a micro-analytical GC format has been relatively limited
15–20].

Earlier, we reported a novel micro-FPD (�FPD) that operates
n extremely minute flame using relatively small gas flows [21].

s part of that broad investigation, we briefly noted that a useful
icro-FID (�FID) response can also be simultaneously derived

rom the same flame. The device is based upon a very small

∗ Corresponding author. Tel.: +1 403 220 5370; fax: +1 403 289 9488.
E-mail address: thurbide@ucalgary.ca (K.B. Thurbide).
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nter-current flame

30 nL) and very stable flame that is supported by modest oppos-
ng flows of hydrogen and oxygen [21]. In the detector design,
ydrogen and column effluent are directed upward against a
ownward counter flow of oxygen delivered from a stainless
teel capillary, on the end of which the tiny flame is situated.
onization response is then obtained by placing a potential dif-
erence across the stainless steel capillary and a nearby metal
leeve surrounding the column outlet. The few results obtained
rom the preliminary work indicated that the �FID produces a
ery reasonable response linearity and detection limit toward
arbon that appears to be within about a factor of 10 to that
eported for a conventional FID. However, the primary focus
f that study was exploring photometric response in the micro-
ounter-current flame. Therefore, the �FID response was only
ery marginally probed and a more comprehensive investiga-
ion of carbon response characteristics in the detector was not
ndertaken. Such an investigation is important since it would be
ery interesting to know how carbon response in the �FID and
conventional FID directly compare.

For example, the conventional FID is operated air-rich and
erives carbon response from a relatively large diffusion flame

hat is often supported by several hundred milliliters per minute
f air. In contrast, the favorable �FID response reported earlier
as obtained from a very tiny flame, supported by comparatively

maller gas flows. Further, the �FID flame is unconventional
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ot only in its size but also in its counter-current structure of
pposing fuel and oxidant flows. As well, in order to facilitate the
rthogonal photometric signal production, it operates hydrogen-
ich. Therefore, since only two simple test analytes were briefly
urveyed earlier, it would be very beneficial to explore a much
ider range of hydrocarbon solutes in the �FID and directly

ompare the response characteristics observed to those obtained
rom a conventional FID. Such information would be useful
n ascertaining to what extent the hydrogen-rich stoichiometry
f the micro-counter-current flame is capable of providing a
esponse that is similar in quantity and quality to a conventional
ID flame. These efforts would expand the knowledge of the
icro-counter-current flame device and assist in its development

s a potentially useful analytical tool.
This paper explores carbon response in the �FID and

ompares it to that of a conventional FID. Specifically, the repro-
ucibility of response was measured in both devices for a wide
ange of standard compounds varying in structure and functional
roup composition. Related data was also acquired regarding the
elative sensitivity of each detector toward the different hydro-
arbons examined. Finally, measurements of absolute sensitivity
oward carbon were also made in each detector. Results of these
omparisons between the �FID and a conventional FID are
resented and discussed.

. Experimental
Fig. 1 presents a schematic illustration of the �FID arrange-
ent, which is the same as that described earlier [21]. Briefly,

he detector consists of a 1.5 cm length of stainless steel tub-
ng (1.5875 mm o.d.) that is centered upon and welded to a

Fig. 1. Schematic illustration of the �FID counter-current flame arrangement.
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ube stub (6.35 mm o.d.), which is secured to the gas port of
he FID detector base on a Shimadzu model GC-8A instrument
Shimadzu, Kyoto, Japan). A Vespel ferrule is used for this con-
ection in order to keep the tube stub electrically insulated from
he GC (Note: to ensure that thermal expansion/contraction of
he Vespel material did not promote any gas leaks in this connec-
ion, gas flows through this ferrule were monitored in repeated
eating/cooling cycles of the detector block and no leakage
as observed). The capillary separation column is inserted up

o approximately 1 mm before the end of this stainless steel
sleeve”, which also carries hydrogen through it. Opposing the
ydrogen and column effluent flow streaming from the metal
leeve is a counter flow of oxygen delivered by a stainless
teel capillary (0.4572 mm o.d. × 0.254 mm i.d.; Small Parts,
nc., Miami Lakes, FL, USA), which supports the “upside-
own” flame. The existing electrical leads from the original
ID are connected such that the metal sleeve is the collector
nd the stainless steel capillary burner carrying the flame is
olarized. Typically, the burner and the metal sleeve surrounding
he column are separated by approximately 1–2 mm. This flame
rrangement is enclosed in a quartz sleeve (6 mm o.d. × 2 mm
.d.) extending upward from the tube stub. The gas flow rates
sed for the �FID configuration (i.e. 7 mL/min of oxygen and
0 mL/min of hydrogen) are the same as those used in the earlier
tudy [21].

Separations are performed with an EC-5 [(5%-phenyl)–95%
ethylpolysiloxane] megabore column (30 m × 0.53 mm i.d.;

.00 �m thick; Alltech, Deerfield, IL, USA) using high purity
elium (Praxair, Calgary, Canada) at approximately 5 mL/min as
he carrier gas. Medical-grade oxygen (Praxair) and high purity
ydrogen (Praxair) are used to support the �FID. The original
himadzu GC-FID system is used in direct comparison experi-
ents and employs breathing-grade air (Praxair) and high purity

ydrogen as the flame gases at optimized flow rates of 300 and
5 mL/min, respectively.

Various test samples (each introduced as 1 �L injections)
re used in comparative experiments between the two detec-
ors. The first is a qualitative n-alkane (C6–C24) mixture that
as prepared by Dow Chemical (Fort Saskatchewan, Canada)

nd analyzed as received. The components of this sample are
isted in Table 1. The GC temperature program used to sepa-
ate the mixture is 80 ◦C initially for 1 min, then up to 280 ◦C
t 20 ◦C/min. Since information regarding the mass of the indi-
idual solutes in this sample was not available, it could not be
sed for quantitative studies and the other samples were uti-
ized instead for this purpose. The next is a sample mixture of
ydrocarbons (shown in Table 2), chosen to contribute various
rganic structures and functional groups for testing, that was
repared in the lab. This is referred to in the text as the “organic
ompound mixture” and it contains 401 ng/�L of decane (99%;
DH Lab Supplies, Toronto, Canada), 317 ng/�L of heptanol

98%; Aldrich, Oakville, Canada), 338 ng/�L of phenol (lab
rade; Anachemia, Vancouver, Canada), 492 ng/�L of octanol

99.5%; Aldrich), 346 ng/�L of 4-methylbenzylamine (97%;
ldrich), 311 ng/�L of naphthalene (Fisher Scientific Company,
air Lawn, NJ, USA), and 317 ng/�L of ethyl caprate (99%,
ldrich), which are dissolved in hexane (analytical reagent;
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Table 1
Figures of merit for an n-alkane mixturea measured in a conventional FID and the �FID

Solute FID �FID

Average peak area R.S.D.b (%) Average peak area R.S.D.b (%)

C6 930.5190 7.1 309.7770 7.0
C8 203.1847 2.0 64.3484 8.3
C10 363.7404 2.7 115.3707 5.5
C12 406.4498 2.4 131.6146 6.1
C14 699.5386 3.3 188.4946 6.0
C16 672.4399 3.0 192.4956 6.8
C18 704.6691 2.6 195.3614 5.9
C20 671.2977 3.4 194.5237 4.0
C22 533.1240 4.8 171.9945 5.6
C24 246.1164 6.0 107.3913 5.7

a Note, this is only a qualitative sample and quantitative information about its contents was unavailable. For quantitative data regarding detector sensitivity see
Tables 2 and 3.

b n = 10.

Table 2
Figures of merit for an organic compound mixture measured in a conventional FID and the �FID

Solute Injected
amount (ng)

FID �FID

Average
peak area

R.S.D.a

(%)
Sensitivity
(area/gC)

Normalized
sensitivity

Average
peak area

R.S.D.a

(%)
Sensitivity
(area/gC)

Normalized
sensitivity

Decane 401 73.6412 1.7 217,564,950 0.74 25.627 2.2 75,712,196 0.72
Heptanol 317 67.1207 4.8 292,666,155 1.00 24.0653 2.3 104,931,906 1.00
Phenol 338 124.618 1.6 481,525,024 1.65 39.9685 3.9 154,438,504 1.47
Octanol 492 121.530 1.7 334,808,272 1.14 41.3534 4.7 113,925,995 1.09
4-Methyl-benzylamine 346 56.7182 7.7 206,752,257 0.71 21.8384 5.0 79,606,477 0.76
Naphthalene 311 110.534 4.0 379,306,004 1.30 30.8406 3.5 105,831,914 1.01
E ,010
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thyl caprate 317 68.3057 9.2 299,501

a n = 10.

DH Lab Supplies). The GC temperature program used to sep-
rate the mixture is 80 ◦C initially for 6 min, then up to 240 ◦C
t 20 ◦C/min. The last is a BTEX sample (shown in Table 3)
hat was prepared by Dow Chemical (Fort Saskatchewan,
anada) and analyzed as received. It is composed of benzene

185 ng/�L), toluene (186 ng/�L), ethyl benzene (196 ng/�L),
nd xylenes (396 ng/�L meta/para combined, and 200 ng/�L

◦
f ortho). This sample is separated isothermally at 50 C.
urther data pertaining to these standards can be found in
ables 1–3. Any other variations and details are described in the

ext.

t
a
d
T

able 3
igures of merit for a BTEX mixture measured in a conventional FID and the �FID

olute Injected
amount (ng)

FID

Average
peak area

R.S.D.a

(%)
Sensitivity
(area/gC)

enzene 185 61.2137 1.1 358,680,554
oluene 186 63.3554 1.3 372,916,604
thyl benzene 196 62.1651 1.6 349,575,215
eta/para-Xyleneb 396 129.4860 1.3 361,587,423
rtho-Xylene 200 70.4255 2.8 388,125,443

a n = 10.
b Compounds coeluted; therefore injected amounts were summed.
1.02 19.4538 8.7 85,299,426 0.81

. Results and discussion

Initial experiments were focused on directly comparing the
arbon response of the �FID to that of a conventional FID for a
ide range of compounds. This was achieved by analyzing each
f three different test mixtures 10 times in both detectors and
ecording the resulting peak areas from each trial. Data was then

abulated for each analyte from separations using both the �FID
nd the conventional FID, and it is presented in Tables 1–3 for
iscussion. It should be noted that for the BTEX data given in
able 3, meta- and para-xylene coeluted under the conditions

�FID

Normalized
sensitivity

Average
peak Area

R.S.D.a

(%)
Sensitivity
(area/gC)

Normalized
sensitivity

0.99 21.9435 2.1 128,577,641 1.03
1.03 25.8529 2.7 152,172,737 1.22
0.97 21.3463 1.2 120,037,407 0.96
1.00 44.8344 1.4 125,199,233 1.00
1.07 24.3059 1.6 133,953,168 1.07
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mployed and therefore their injected amounts were summed
or use in subsequent calculations.

.1. Reproducibility

The first aspect investigated was reproducibility of response.
s can be seen overall in Tables 1–3, no major differences

ppear between the two detectors in this regard. For instance,
he %R.S.D. values for response across all three mixtures range
rom 1.1 to 9.2% in the conventional FID and from 1.2 to 8.7% in
he �FID. Further, in many of these instances, a larger %R.S.D.
alue noted for one detector is usually reflected by a similar
hange in the other. For example, in Table 2 both detectors pro-
uce relatively larger %R.S.D. values near 9% for ethyl caprate.
verall, the average %R.S.D. of response for all of the com-
ounds measured was 3.5% in the conventional FID and 4.5%
n the �FID. Therefore, while some variability in %R.S.D. does
xist from compound to compound, there are no apparent gen-
ral response trends that greatly differentiate one detector from
he other on this basis. One minor exception to this, however,
ppears for some of the solutes in the n-alkane sample of Table 1.

For instance, the averages of the %R.S.D. values obtained for
he conventional FID and the �FID differ by less than 0.06% for
he compounds listed in Table 2 and less than 0.2% for those
isted in Table 3. In contrast to this, the averages of the %R.S.D.
alues given in Table 1 differ by just over 2% between the two
etectors in this trial. Numerically, this stems from the %R.S.D.
alues being consistently lower by a factor of about 2.5 in the
onventional FID for n-alkanes between C8 and C18. The actual
eason for this discrepancy, though, is currently unclear and it
s not certain if it perhaps resulted from some artifact of the
FID experimental setup or if it is indeed related to the �FID
arbon response toward these specific compounds. However, the
atter is difficult to rationalize given that the alkane compounds
nalyzed in Table 1 have the same core chemical structure and
hould therefore provide similar response characteristics in the
FID flame. This is additionally supported by the fact that the
R.S.D. of response values for the lowest (i.e. C6) and the higher

i.e. C20–C24) members of this series agree very well between
he two detectors.

.2. Relative and absolute sensitivity

Another aspect of detector response worthy of investigation
as the relative detector sensitivity toward various different
rganic compounds. This was explored using the BTEX and
rganic compound mixtures since the n-alkane blend was only
qualitative sample and complete quantitative information on

he composition of its individual components was not available.
onetheless, to ensure that n-alkanes were still represented in

his regard, decane was included in the organic compound mix-
ure (Table 2) for this purpose. Using the data in Tables 2 and 3,
he sensitivity was calculated as follows. The average peak area

esponse (based on 10 replicate injections of the same ana-
yte mass) per gram of carbon was calculated for each of the
ompounds analyzed in the conventional FID and the �FID.
his sensitivity, reported as response per gram of carbon, was

s
F
t
b

alanta 73 (2007) 583–588

hen normalized using the median value as unity, as shown in
ables 2 and 3. As seen, the �FID data is very similar to that
btained in the conventional FID. Closer inspection of the data
eveals that the average normalized sensitivity value, calculated
or each detector from all of the compounds measured, differs by
ess than 4% between the devices. Alternatively, on a compound
y compound basis, the individual differences in this parameter
ad an average value of 0.08. Therefore, despite the dissimilar-
ty in flame structure between the �FID and the conventional
ID, their response toward carbon compounds in the above
espects is very similar. Fig. 2 demonstrates this with a sample
hromatogram of the BTEX separations. As seen, the chromato-
raphic profiles obtained for this sample in the conventional FID
upper plot) and in the �FID (lower plot) are quite comparable.
imilar findings were also obtained for the other samples inves-

igated. This is important since the FID is well known and very
idely used for its uniform equimolar sensitivity toward carbon

ompounds of varying composition [22,23].
With regard to absolute detector sensitivity, it should be noted

hat a good quality commercial FID typically yields a signal of
bout 15 mC/gC for saturated, non-functionalized hydrocarbons
22]. Earlier preliminary results in the �FID suggested that it
roduced a value near 5 mC/gC [21]. In the current study, these
ndications were confirmed when the absolute sensitivity of each
etector was measured. For example, under fully optimized
onditions, the conventional FID used in these experiments
roduced a signal of 13 mC/gC, whereas the �FID generated
.4 mC/gC. Therefore, there appears an approximate three-fold
ifference in absolute response between the two. This general
rend is further supported by the data collected from the broad
ange of compounds listed in Tables 1–3. Of note, the average
ifference in peak area measured between the detectors for all
f the compounds listed amounts to a factor of 3.06.

.3. Analytical calibrations

It should be noted that calibrations with the �FID have
stablished that the carbon mass flow minimum detectable limit
MDL) of the device is about 2 × 10−10 gC/s (S/Np–p = 2), which
s within about an order of magnitude larger than that reported
n the literature for a conventional FID [21,22]. In fact, the con-
entional FID used in these experiments was actually observed
o yield a detection limit of about 6 × 10−11 gC/s. In terms of
-decane as a test analyte, this translates into a MDL of about
.37 ng, and a limit of quantitation (LOQ; S/Np–p = 20) of about
.7 ng for the conventional FID. By comparison, the MDL and
OQ for n-decane in the �FID were found to be about 1 and
0 ng, respectively. With regard to linear range, the �FID pro-
uced a linear response over five orders of magnitude, while the
onventional FID response was linear over the entire six orders
f magnitude investigated up to milligram quantities of injected
nalyte.

It is interesting to point out that, also true to the above sen-

itivity measurements, the detection limit for the conventional
ID is found to be about three times lower than that noted for

he �FID. However, when measuring baseline characteristics in
oth the conventional FID and the �FID used in this study, each
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Fig. 2. Sample chromatogram of a 1 �L injection of the BTEX mixture as ana-
lyzed in the conventional FID (top) and also the �FID (bottom). Conditions
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[7] J.C.T. Eijkel, H. Stoeri, A. Manz, Anal. Chem. 71 (1999) 2600.
or the separation are outlined in the text. The analyte elution order is benzene,
oluene, ethyl benzene, meta- and para-xylene, and ortho-xylene.

as observed to yield similar background currents and peak
o peak noise levels in the low picoampere range. Therefore,
ather than a sizeable difference in their noise characteristics, it
ppears that the difference in detection limit between the two

evices can indeed be primarily ascribed to the consistent three-
old difference in absolute sensitivity toward carbon that they
ach, respectively, produce. This being the case, the variation in [
alanta 73 (2007) 583–588 587

uantitative signal observed between these detectors very likely
tems from the considerable difference in their respective flame
toichiometry.

For instance, under optimized conditions, the conventional
ID used here was supported with reagent gas flows that main-

ained an oxygen:hydrogen ratio of 1.7, which is substantially
xygen-rich with respect to a stoichiometric flame (i.e. a ratio of
.5). In contrast to this, however, the �FID explored in this study
as operated using an oxygen:hydrogen ratio of 0.175, which is
uite hydrogen-rich by comparison. As mentioned above, this
atio was established previously to sustain chemiluminescence
nd good photometric response in the orthogonal �FPD channel
21]. Still, it is quite interesting that the tiny �FID counter-
urrent flame is 10 times less abundant in oxygen, but still
aintains respectable sensitivity relative to the larger diffusion
ame of a conventional FID.

While it would be interesting to explore oxygen-rich response
odes in the micro-counter-current flame, and the potential

hat they may offer for operating a dedicated �FID with the
ame sensitivity as a conventional FID, the burner design used
n the �FPD has been noted to cause flame instability under
uch conditions [21]. Thus, more development of this area is
equired in order to investigate this further. Still, however, in
ts current form the �FID predominantly serves a very useful
econdary function of providing a sensitive simultaneous uni-
ersal detection mode for the fully optimized selective �FPD
ensor. Overall, therefore, the many similar response character-
stics observed to date between the �FPD/�FID device modes
nd their conventional GC analogues indicates that this detector
ay be useful for incorporation into portable micro-analytical

nits.
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bstract

We report the use of capillary gel electrophoresis (CGE) based on a rfbS allele-specific polymerase chain reaction (PCR) for the analysis
nd simultaneous detection of Salmonella pullorum and Salmonella gallinarum, which are the major bacterial pathogens in poultry. rfbS allele-
pecific PCR was used to concurrently amplify two specific 147- and 187-bp DNA fragments for the simultaneous detection of S. pullorum and
. gallinarum at an annealing temperature of 54 ± 1 ◦C and an MgCl2 concentration of 2.8–5.6 mM. Under an electric field of 333.3 V/cm and a
ieving matrix of 1.0% poly(ethyleneoxide) (Mr 600 000), the amplified PCR products were analyzed within 6 min by CGE separation. This CGE
ssay could be translated to microchip format using programmed field strength gradients (PFSG). In the microchip gel electrophoresis with PFSG,

oth of the Salmonella analyses were completed within 30 s, without decreasing the resolution efficiency. rfbS allele-specific PCR-microchip gel
lectrophoresis with the PFSG technique might be a new tool for the simultaneous detection of both S. pullorum and S. gallinarum, due to its
ltra-speed and high efficiency.

2007 Elsevier B.V. All rights reserved.
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. Introduction

Salmonella spp. are the major bacterial pathogens in poul-
ry and are responsible for significant economic losses to the
oultry industry in many parts of the world. They are also
uman pathogens and the most common agents found in cases of
ood poisoning [1–5]. Among these Salmonella spp., Salmonella
ullorum and Salmonella gallinarum are the most common
ausative agents of chicken salmonellosis resulting in high mor-

idity and mortality [3]. Both S. gallinarum and S. pullorum
re similar from the viewpoint of their antigenic structure, even
hough they cause distinctly different diseases in chickens [5].

∗ Corresponding author. Tel.: +82 63 270 3421; fax: +82 63 270 3408.
E-mail address: shkang@chonbuk.ac.kr (S.H. Kang).
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lary electrophoresis; Microchip electrophoresis

. gallinarum, causes fowl typhoid, which is an acute intesti-
al disease in young chickens, and S. pullorum causes white
iarrhea, which is a severe intestinal infection of chicks. The
evelopment of a rapid and reliable method for the simultane-
us detection of both Salmonella species with a simple sample
reparation is essential.

Conventionally, culture-based methods have been used to
dentify Salmonella, but they are labor-intensive and time-
onsuming, requiring 3–6 days to yield results [6–8]. The
olymerase chain reaction (PCR) can be a particularly useful
ool for the rapid and definitive detection of avian Salmonella
erotypes. The PCR-restriction fragment length polymorphism

PCR-RFLP) assay has mainly been used to make a differential
iagnosis of S. pullorum and S. gallinarum [3,9,10]. The allele-
pecific PCR method based on the amplification of the rfbS
ene for specific detection of serotypes belonging to Salmonella
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Table 1
Comparisons of the peak areas (PA)a of SG and SP in CGE as a function of
annealing temperature at the rfbS allele-specific PCR conditions (n = 5)

Temperature (◦C) SG SP

52 28.65 (±8.51) 117.87 (±6.63)
53 25.67 (±12.27) 164.22 (±12.58)
54 33.41 (±16.45) 138.23 (±18.44)
55 28.32 (±4.81) 129.91 (±8.41)
56 28.52 (±7.07) 131.05 (±10.67)
58 28.41 (±8.51) 127.92 (±12.12)
60 15.18 (±12.27) 99.43 (±12.06)
62 0.36 (±0.62) 79.05 (±8.10)
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erogroup D was also developed [11,12]. Among the PCR meth-
ds, the allele-specific amplification assay was found to be
recise, reproducible and less time consuming than the stan-
ard bacteriological methods used to detect S. gallinarum. This
ethod could be an effective molecular tool for the rapid defini-

ive diagnosis of fowl typhoid in endemic areas where fowl
yphoid infection exists [12]. Amplified PCR products have been
raditionally detected by electrophoresis on agarose gels fol-
owed by the ethidium bromide staining of DNA. While the
raditional agarose gel-based methods for the analysis of both
almonella are simple, they are low-sensitivity, resolution-weak
nd time-consuming. Capillary electrophoresis (CE), which is
n alternative method for biomedical and clinical applications,
ffers several unique advantages over the traditional slab gel
lectrophoresis, such as high efficiency, speed, resolution and
mall reagent/sample consumption [13–15]. Although several
ethods of CE based on PCR analyses to detect Salmonella have

een developed [2,16–19], these methods are not suitable for dif-
erentiating between S. pullorum and S. gallinarum. Currently,
icrochip electrophoresis (ME) is establishing itself as an alter-

ative method for performing CE, because the main techniques
f microchip electrophoresis originated from CE [20–22].

This report describes the optimization of rfbS allele-specific
CR condition to coamplify two specific DNA fragments
147-bp of S. pullorum and 187-bp DNA of S. gallinarum)
nder the same PCR condition and the simultaneous detec-
ion of both Salmonella using the capillary gel electrophoresis
CGE) method in a sieving gel matrix. The potential provided
y translating this CGE method to microchip format using
rogrammed field strength gradients (PFSG) was also demon-
trated. Microchip electrophoresis with PFSG is ideally suited
o the ultra-fast simultaneous analysis of both S. pullorum and S.
allinarum within several seconds in clinical or research-based
enetics laboratories.

. Experimental

.1. Materials and reagents

Ten times Mg free buffer, 1.4 mM MgCl2 and 2.5 U Taq
NA polymerase were purchased from Promega (Madison, WI,
SA). The 1× TE buffer solution (pH 8.0 with Trisma-base)
as made with 50 mM Tris–HCl and EDTA (Sigma, USA) in
eionized water. The dynamic coating matrix of the microchip
as prepared by dissolving 1.0% (w/v) of polyvinylpyrrolidone

PVP, Mr 1 000 000) (Polyscience, Warrington, England) in the
× TE buffer containing 0.5 �g/mL EtBr (Sigma, St. Louis, MO,
SA). The mixture was shaken for 2 min and left to stand for 2 h

o remove any bubbles. The sieving matrix was prepared by dis-
olving 1.0% (w/v) of poly(ethyleneoxide) (PEO, Mr 600 000)
Sigma, St. Louis, MO, USA) in the 1× TE buffer together with
.5 �g/mL EtBr. The solution was stirred slowly overnight. A
00-bp DNA ladder (72 ng/�L) (Genepia, Korea) was used in

he slab gel electrophoresis, and a 100-bp ladder premix per-
onalizer (Seegene, Korea) was used in the CE and microchip
lectrophoresis after mixing the 100-, 200- and 300-bp DNA
ragments obtained from PCR amplification.

p
o
u
e

4 – 59.29 (±8.58)

a PA values show the mean (±S.D.) with a relative intensity.

.2. Allele-specific PCR with clinical samples

The Salmonella clinical samples were acquired from the Bio-
afety Research Institute at Chonbuk National University [12].
he liver, spleen, heart, lung and kidney specimens from repre-
entative chickens suspected to have died due to fowl typhoid
ere collected from four different outbreaks of fowl typhoid in
hungnam and Chonbuk province in Korea. The tissue samples
ere processed for the isolation of S. gallinarum according to

he method described elsewhere [12]. Briefly, the tissues were
riturated in a sterile mortar and pestle followed by direct plat-
ng on to maconkey’s agar (MCA, Difco) and brilliant green
gar (BGA, Difco). These one-step protocols involved direct
lating on to MCA and BGA plates, incubation overnight at
7 ◦C and the performance of colony PCR on the presumptive
almonella colonies. Subsequently, the presumptive Salmonella
olonies were used as a template for allele-specific colony PCR.
he identification of the clinical isolates of Salmonella was also
ade using previously described biochemical tests [8]. The for-
ard primer (5′-GTA TGG TTA TTA GAC GTT GTT-3′) and

everse primer (5′-TAT TCA CGA ATT GAT ATA TCC-3′)
Genotech, Korea) were used to amplify the 147-bp DNA frag-
ent from S. pullorum. The forward primer (5′-GTA TGG TTA
TA GAC GTT GTT-3′) and reverse primer (5′-TAT TCA CGA
TT GAT ATA CTC-3′) (Genotech, Korea) were also used to
mplify the 187-bp DNA fragments from S. gallinarum. The
CR used for the coamplification of both specific target DNA
olecules under the same PCR conditions were performed in a

hermal cycler (MJ Research PTC-200, USA) using the follow-
ng temperature protocol: 5 min incubation at 94 ◦C; 30 cycles
f denaturing at 94 ◦C for 1 min, annealing at 48–64 ◦C for 1 min
Table 1), extension at 72 ◦C for 1 min and then 1 cycle of final
xtension at 72 ◦C for 5 min. Each reaction mixture of S. galli-
arum and S. pullorum contained 2 �L template DNA (22.4 ng
. gallinarum, 32.1 ng S. pullorum) and 23 �L solution as fol-
ows: 2.5 mM dNTPs (iNtRon Biotechnology, Korea), 10× Mg
ree buffer, 0–7.0 mM MgCl2 (Table 2), 2.5 U Taq polymerase,
1.2 pmol forward primer and 12.2 pmol reverse primer for S.

ullorum (or 19.4 pmol of the forward primer and 19.0 pmol
f reverse primer for S. gallinarum). The amplification prod-
cts were analyzed by slab gel electrophoresis, capillary gel
lectrophoresis and microchip gel electrophoresis.
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Table 2
Comparisons of the peak areas (PA)a of SG and SP in the CGE as a function of
the MgCl2 concentration at the rfbS allele-specific PCR conditions (n = 5)

MgCl2 (mM) SG SP

1.4 – 0.37 (±0.64)
2.8 27.83 (±9.09) 167.85 (±22.83)
4.2 62.82 (±11.18) 272.51 (±38.85)
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.6 51.47 (±4.46) 168.48 (±13.36)

.0 62.75 (±10.31) 139.39 (±23.19)

a PA values show the mean (±S.D.) with a relative intensity.

.3. Capillary gel electrophoresis

The experimental CGE setup was similar to that described
lsewhere [13]. A He–Ne laser (λex = 543.5 nm; Melles Griot
5-LGR-193, USA) was used as the light source in a home-built
E system, which was coupled to a laser-induced fluorescence

LIF) detector. A Spellman 1000R high-voltage power supply
Spellman High Voltage Inc., New York, USA) was used to
rive the electrophoresis. A 60-cm total length (30-cm effective
ength) and 50-�m i.d. bare fused-silica capillary (Polymicro
echnologies, Inc., Phoenix, AZ, USA) was used as the sepa-
ation capillary. The running buffer consisted of 1× TE buffer
ith 0.5 �g/mL EtBr. The capillary coating matrix and the siev-

ng matrix were made by dissolving 1.0% (w/v) of 1 000 000
r PVP and 1.0% (w/v) of 600 000 Mr PEO (Sigma, USA) in

he running buffer, respectively. Both the coating material and
ieving matrix were hydrodynamically injected at one end of
he capillary through a syringe. After the sample was injected
lectrokinetically at 50 V/cm for 30 s, sample separation was
erformed in an electric field of 333.3 V/cm. After each run, the
apillary was reconditioned before the next analysis by rinsing
t successively in water, 0.1 M NaOH, water and the running
uffer. The data was recorded as a function of time during CGE,
nd saved on an IBM-compatible computer (1.70-GHz Pentium
V) at 10 Hz. Data treatment and analysis were performed using
n Autochro data system (Young Lin Instrument Co., Anyang,
orea).

.4. Microchip gel electrophoresis

Microchip gel electrophoresis (MGE) was performed on a
BCE-100 Microchip CE system (Digital Bio Technology Co.,
orea) equipped with a diode-pumped solid-state laser (exciting
t 532 nm and collecting fluorescence at 605 nm; Power Tech-
ology, Inc., Little Rock, AZ, USA) and a high-voltage device
DBHV-100, Digital Bio Technology Co., Korea). The injec-
ion design of the glass microchip was a double-T channel with

100-�m offset. The chip channel was 50-�m wide and 50-
m deep. The reservoirs were 2.0 mm in diameter and 1-mm
eep. The injection channel length was 8.0 mm. The separa-
ion channel was 66.5-mm long and detection was performed
t 30 mm away from the injection reservoir. The MGE running

uffer was a 1× TE buffer containing 0.5 �g/mL of EtBr. The
oating matrix and sieving matrix were made by dissolving 1.0%
VP (Mr 1 000 000) and 1.0% PEO (Mr 600 000) in the running
uffer, respectively. The microchip channel was hydrodynami-
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ally coated with the coating matrix through the microchannel
y applying a vacuum of 8.67 × 104 Pa (EYELA A-3S vacuum
spirator, Tokyo Rikakikai Co., Japan) before the filling with the
ieving matrix. The sieving matrix was also hydrodynamically
lled by applying a vacuum of 8.67 × 104 Pa to the reservoir for
min. The sample was pipetted into the sample inlet reservoir of

he microchip. The DNA sample was injected by conventional
lectrokinetic injection in the injection-T region by applying
potential of 480 V at the sample outlet reservoir followed by
rounding the sample inlet reservoir for 60 s. The separation con-
tant electric field strength was in the range of 100–600 V/cm at
he buffer inlet and sample outlet. In the MGE-PFSG experiment,
hich was performed according to the procedure described else-
here [23,24], the PFSG separation was optimized as follows:

n attempt was made to determine the optimum constant electric
eld strength in the range of 100–600 V/cm for the separation of

he 100-, 200- and 300-bp DNA fragments. After separation, we
ecided whether PFSG or a constant strength would be prefer-
ble. If PFSG was chosen, the portions of the gradient before
he first DNA peak (100-bp DNA) and after the last DNA peak
300-bp DNA) were eliminated or decreased. Finally, if sepa-
ation in the second step was acceptable, the gradient time was
educed in an attempt to reduce the run time. The PFSG was
rogrammed to give the best separation of all the target DNA
ragments (147- and 187-bp DNA) with a resolution (R) >1.5.
fter each run, the microchip channel was rinsed successively
ith water and the running buffer for 5 min each.

. Results and discussion

.1. CGE for the simultaneous detection

The optimum allele-specific PCR conditions for the ampli-
cation of the specific DNA fragments of S. pullorum and
. gallinarum were carried out using CGE-based analysis
Tables 1 and 2). In order to evaluate the possibility of per-
orming the PCR coamplification of both S. pullorum and S.
allinarum in same PCR conditions, the allele-specific PCR
onditions, which could generate two specific DNA fragments
ith lengths of 147- and 187-bp as the expected PCR prod-
cts, were determined after several rounds of amplifications
sing different annealing temperatures and MgCl2 concentra-
ions. Using two pairs of the designed primers and the annealing
emperature range of 48–64 ◦C, we examined the possibility of
oamplifying both the 147- and 187-bp DNA fragments of the S.
ullorum and S. gallinarum genes in the DNA of the Salmonella
ithin the serotype D group. In the range of 54–62 ◦C, the

mplification of the 187-bp DNA fragment was decreased with
ncreasing temperature (Table 1). Above 64 ◦C, none of the
mplified-DNA fragments were detected by 1.0% PEO capil-
ary gel electrophoresis. In the case of S. pullorum, below the
nnealing temperature of 53 ◦C, the amplification of the 147-bp
NA fragment was decreased with increasing annealing tem-

erature. An annealing temperature of 54 ◦C showed the best
mplification of both DNA fragments according to the data
btained using CGE, even though this annealing temperature
alue differed from those reported elsewhere [1,3,12].
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Table 3
Comparisons of resolution (R)a between 100- and 200-bp DNA ladder in the
CGE as a function of the applied electric field at 0.5–1.5% PEO sieving matrix

Applied electric
field (V/cm)

R

0.5% PEO 1.0% PEO 1.5% PEO

83.3 6.25 (±2.86) 17.91 (±3.93) 24.52 (±1.06)
166.7 7.19 (±2.38) 12.28 (±0.39) 18.13 (±0.75)
250.0 4.85 (±0.17) 5.01 (±1.17) 12.44 (±0.33)
333.3 3.75 (±0.30) 4.44 (±1.01) 9.06 (±3.15)
416.7 2.05 (±0.31) 4.12 (±1.07) 4.00 (±0.35)

a R(mean ± S.D.) = 2(t2 − t1)/(wave), where t1 and t2 are migration times of
100- and 200-bp DNA ladder peaks; wave is the average peak width of baseline
(n = 5).

Table 4
Comparisons of the resolution (R)a between SG and SP in the CGE according
to the applied voltages

Applied electric
field (V/cm)

R

0.5% PEO 1.0% PEO 1.5% PEO

83.3 3.01 (±0.78) 9.35 (±3.84) 9.33 (±1.91)
166.7 2.39 (±0.54) 5.76 (±1.48) 6.77 (±0.81)
250.0 2.01 (±0.07) 3.28 (±0.91) 4.28 (±0.37)
333.3 1.27 (±0.03) 2.46 (±0.23) 2.79 (±0.04)
416.7 – 2.15 (±0.10) 0.96 (±1.67)
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Fig. 1. Representative CGE electropherograms of (A) 100-, 200- and 300-bp
DNA ladder fragments (B) a mixture of Salmonella pullorum and Salmonella
gallinarum, (C) S. pullorum, (D) S. gallinarum and (E) negative control under the
optimum CGE conditions. CGE separation condition: the running buffer, 1× TE
buffer (pH 8.0) with 0.5 (g/mL EtBr; coating matrix, 1.0% PVP (M 1 000 000);
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3.2. MGE-PFSG for the simultaneous detection

Fig. 2 shows the potential for the translation of these CGE
conditions used for ultra-fast electrophoretic analysis to the

Fig. 2. Representative MGE electropherograms of the following using a con-
stantly applied electric field: (A) 100-, 200- and 300-bp DNA ladder fragments
(B) the mixture of S. pullorum and S. gallinarum, (C) S. pullorum, (D) S. gal-
linarum and (E) negative control under the optimum MGE conditions. MGE
a R(mean ± S.D.) = 2(t2 − t1)/(wave), where t1 and t2 are migration times of
87-bp (SG) and 147-bp DNA (SP) fragments peaks; wave is the average peak
idth of baseline (n = 5).

Since MgCl2 is essential for activating Taq polymerase [25],
arious MgCl2 concentrations ranging from 0 to 7.0 mM were
xamined in an attempt to simultaneously coamplify both DNA
ragments under the rfbS allele-specific PCR condition (Table 2).
he results show that the specific DNA fragments (147- and
87-bp DNA fragments of S. pullorum and S. gallinarum,
espectively) were coamplified under the same PCR conditions
n a single PCR tube when the MgCl2 concentrations was in the
ange of 2.8–7.0 mM. Below 1.4 mM, no amplification of SG
as observed. At concentrations ranging from 2.8 to 5.6 mM,

mplifications of both SG and SP DNA fragments were detected.
herefore, considering the amplification efficiency and chemical
atrix effects, a MgCl2 concentration between 2.8 and 5.6 mM
as selected as the optimum concentration.
The effects of the sieving matrix and applied electric field

n the baseline separation of the 100-bp DNA ladder and both
almonella fragments (147- and 187-bp) in quantitative CGE
ased on rfbS allele-specific PCR analysis were also investigated
Tables 3 and 4). In general, higher electric field strength yields
horter analysis times but decreases the resolving power of DNA
ragments >800-bp in CE [26]. However, the resolving power of
he DNA fragments decreased with increasing electric field even
hough the size of the specific target DNA molecules ranged from
00 to 300 bp (Tables 3 and 4). Above an applied electric field of

16.7 V/cm, the baseline of the electropherograms was not sta-
le. This is because of joule heating, and the resolution between
. pullorum and S. gallinarum was <1.0. Therefore, a value of
33.3 V/cm was selected as the optimum applied electric field in

s
E
6
p
d

r

ieving matrix, 1.0% PEO (Mr 600 000); sample injection, electrokinetic injec-
ion of 50 V/cm for 30 s; sample separation electric field, 333.3 V/cm. RFU:
elative fluorescence unit.

GE separation in order to obtain rapid simultaneous detection.
he 100- and 200-bp DNA fragments were distinguished with a

esolution of 4.44(±1.01) (n = 5) within 6 min under CGE condi-
ions (Table 3 and Fig. 1A). Using the optimum CGE condition,
he migration times of the specific 147-bp (S. pullorum) and
87-bp (S. gallinarum) DNA fragments were 5.18(±0.10) and
.41(±0.11) min, respectively, with a resolution of 2.46 (Table 4
nd Fig. 1B). The specific DNA peaks of the 147- and 187-bp
ragments showed percentage relative uncertainties of 1.93%
nd 2.03% for these migration times (n = 5), respectively.
eparation condition: the running buffer, 1× TE buffer (pH 8.0) with 0.5 (g/mL
tBr; coating matrix, 1.0% PVP (Mr 1 000 000); sieving matrix, 1.0% PEO (Mr

00 000); sample injection, electrokinetic injection of 480 V/cm for 60 s; sam-
le separation electric field, 266.7 V/cm. RFU: relative fluorescence unit. The
otted line represents the applied electric field.



S. Jeon et al. / Talanta 7

Fig. 3. Representative MGE electropherograms of the following using PFSG (A)
100-, 200- and 300-bp DNA ladder fragments (B) the mixture of S. pullorum and
S. gallinarum, (C) S. pullorum, (D) S. gallinarum and (E) negative control under
the optimum microchip gel electrophoresis conditions. MGE-PFSG separation
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ondition: applied separation electric field, 600 V/cm for 0–20 s and 266.7 V/cm
or 20–150 s. The dotted line represents the applied electric field. The other

GE-PFSG conditions are the same as those in Fig. 2.

icrochip format. Under the optimum MGE condition, the sep-
ration of the 147- and 187-bp DNA fragments on a glass
icrochip was accomplished in <80 s, which is 4.5 times faster

han that achieved by the CGE–based rfbS allele-specific PCR
nalysis shown in Fig. 1, and approximately 50 times faster than
hat expected by conventional slab gel electrophoresis. With a
eparation PFSG of 600 V/cm for 0–20 s and 266.7 V/cm for
0–150 s, the 147- and 187-bp DNA fragments were coana-
yzed within 30 s without decreasing the resolution efficiency
Fig. 3). The analysis time was also decreased 2.7 times com-
ared with that of the MGE using a constantly applied electric
eld. Under the optimum MGE-PFSG conditions, the specific
NA peaks of the 147-bp (S. pullorum) and 187-bp (S. galli-
arum) fragments showed migration times of 23.813(±0.094)
nd 27.031(±0.087) s at the 95% confidence interval (n = 5),
espectively. Both Salmonella were analyzed with a resolution
f 2.51(±0.02) (n = 5) within 30 s under the MGE-PFSG con-
itions (Fig. 3B). These results show that rfbS allele-specific
CR-MGE using the PFSG method can be employed to simul-

aneously detect both S. pullorum and S. gallinarum with
easonable precision, speed and high efficiency.

. Conclusions

An allele-specific PCR method was developed based on the
fbS sequence for the concurrent amplification of S. pullorum
nd S. gallinarum at the same PCR conditions. The amplifica-
ion of the two specific 147- and 187-bp DNA fragments for
he simultaneous detection of both Salmonella showed the best
fficiency at a MgCl2 concentration between 2.8 and 5.6 mM
nd an annealing temperature of 54 ± 1 ◦C. Under an electric
eld of 333.3 V/cm and with a sieving matrix of 1.0% PEO (Mr

00 000), the amplified PCR products were coanalyzed within
min by CGE separation. The CGE assay could be translated to
icrochip format, where rfbS allele-specific PCR analysis was

ompleted within 80 s. The enhanced and more rapid separation

[

[
[
[
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f the PCR products could be achieved by applying MGE-PFSG.
n the MGE-PFSG experiment, the analyses of both Salmonella
trains were completed within only 30 s, without decreasing the
esolution efficiency, and provided a 135-fold faster analysis
ime than that obtained by traditional slab gel electrophoresis.
hese results show that the rfbS allele-specific PCR-MGE with

he PFSG method can be applied to making a differential diagno-
is between S. pullorum and S. gallinarum, due to its ultra-speed
nd high efficiency.
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bstract

A screening method was developed to discriminate among water samples contaminated or uncontaminated with N-nitrosamines in order to reduce
he use of expensive instruments such as chromatographs. The system is based on the preconcentration of the analytes onto a sorbent column,
lution and derivatization to form nitrite, then formation of a coloured product (Griess reaction) and photometric detection. The limit of detection
chieved for 100 ml of sample volume was 0.2 �g/l and the sample frequency 3 h−1. The reliability of the proposed method of the N-nitrosamines

as established at five concentrations (between 0.5 and 3 times the limit of detection). For a level concentration of 0.6 �g/l (three times the limit
f detection), the percentage of false negatives is 0%. The method was applied to the screening of several water samples (river, pond, well, tap and
aste) with a positive response only for waste water samples.
2007 Elsevier B.V. All rights reserved.
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. Introduction

N-Nitroso compounds and specially N-nitrosamines (NAms)
xhibit mutagenic, carcinogenic, and teratogenic activities. It is
emonstrated that nitrosamines developed a carcinogenic effect
n a wide range of animal species like fishes, reptiles, birds, and

ammals, including five species of primates. These substances
re discharged into the environment by human activities or are
ormed by a nitrosation reaction between secondary amines and
itrosating agents such as nitrite and nitrate [1,2]. All NAms
ave in common the N N O functional group and their chem-
cal and physical properties depend on the substituents of this
roup. NAms are found in drinking waters, where are formed by
eaction of precursors with disinfection products [3] and in con-
aminated ground and waste waters, where they can be formed
y the chemical reaction between a nitrogen-containing organic

ompound such as an amine or amide and a nitrosating agent,
uch as chemicals derived from nitrites or nitrogen oxides [4,5].
umans are also exposed to NAms from endogenous synthesis

∗ Corresponding author. Tel.: +34 953648560; fax: +34 953648560.
E-mail address: eballes@ujaen.es (E. Ballesteros).
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Waters

ithin the body as well as from diet. Microorganism could take
art in formation of NAms by nitrates reduction to nitrites and
egradation of proteins to amines and amino acids. In addition,
Ams are formed after cooking of meat in a complex process

hat is influence by a large variety of substances [6]. In fish, the
ain precursors of NAms are believed to be formed by reaction

f nitrogen oxides (that are generated from nitrites and are also
resent in wood smoke) with, mainly, secondary amines present
n the fish [7].

The US Environmental Protection Agency (US EPA) estab-
ished control levels of NAms in drinking water at ng/l levels
8] and for this reason, a sensitive and selective method for the
etermination of these compounds at trace levels is required.
lmost all of the analytical methods include extraction, precon-

entration and clean-up steps prior to the analysis. Liquid–liquid
xtraction [9] requires the use of a large volume of toxic sol-
ents and is very intensive labour so, as an alternative procedure,
olid-phase extraction (SPE) has lower cost, shorter processing
ime and is easily automatizable. Most common sorbents used in

PE for the analysis of NAms are Ambersorb 572 [10], RP-C18
11], active charcoal [12] or the combination of SPE materi-
ls like LiChrolut® EN and Ambersorb 572 [5] or Extrelut and
lorisil [13]. Other preconcentration techniques employed for
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his purpose are supercritical fluid extraction [14] and solid-
hase microextraction [15].

Samples with simple matrix have been determined directly
sing polarographic or spectrophotometric methods which pos-
ess interferences and limited applications for trace analysis; for
hese reasons, analytical methods for NAms usually include sep-
ration techniques as capillary electrophoresis [16], thin-layer
hromatography [17] or gas chromatography [10,15]. Liquid
hromatography (LC) with diode array or UV detection is a
owerful technique that allows the determination of complex
ixtures, non-volatile analytes and thermally labelled analytes;

owever, NAms do not show absorption in the UV region, so
o increase sensitivity and selectivity many methods employ
erivatization agents with pre-column [18,19] or post-column
eparations [20,21]. More sensitive methods are based in the
enitrosation of NAms and the detection of the secondary amines
r the nitrite liberated.

Flow injection (FI) methods have been also used for the
etermination of NAms that are based on the continuous
hotochemical degradation of NAms [21–23] or continuous
enitrosation with a hydrobromic acid–acetic acid–acetic anhy-
ride mixture [24]. The nitrites generated were determined after
erivatization with Griess reagent by photometry with limits
f detection 0.8–15 �g/l [22] or 5.0 × 10−8 M [24], respec-
ively. In another method amines generated in the denitrosation
rocess of N-nitrosodimethylamine can be determined by chemi-
uminescence with a detection limit of 0.3 �g/l [23]. Some
uthors include sorbent columns in the flow system for the
limination of the interference of nitrite in the sample [22]
r nitrite formed in the denitrosation reaction [23] previous
he determination of N-nitrosamines derivatized or dimethy-
amine derivatized, respectively. Also, sorbent columns [20]
r cartridges [21] were included in a continuous system for
he SPE extraction of NAms, increasing the sensitivity and
etection limits 0.1–3.0 ng/l [21], in the determination of these
ompounds in alcoholic beverages or water samples, respec-
ively.

Screening methods are intended to classify samples into two
roups (positive or negative) in relation to a specific property of
he sample. Sample screening systems can be classified from

practical point of view according to the sample treatment
equired. Thus, there are direct screening systems, which involve
o sample treatment (undoubtedly the best option), others are
pplied after a simple or full sample treatment; the last is only
ustified if the equipment involved in the conventional analyt-
cal system is expensive to maintain. If a negative response is
btained, no further sample processing is needed. Positive sam-
les are then subjected to a conventional analytical process to
onfirm the response [25–28].

In this paper we developed a sample screening system for
he determination of the total concentration of NAms in water.
he fully automated method developed uses on-line solid-phase
xtraction of the NAms from water, followed by their deriva-

ization to a purple dye which is monitored at 545 nm. Various
orbents and eluents were assayed in order to adopt the best pos-
ible analytical conditions for the determination of NAms at the
owest levels possible.
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. Experimental

.1. Materials

All reagents were of analytical grade or better. Seven
Ams were analysed: N-nitrosodiphenylamine (NDPA), N-
itrosodiethylamine (NDEA), N-nitrosopiperidine (NPIP),
-nitrosomorpholine (NMOR), N-nitrosopyrrolidine (NPIR),
-nitrosodimethylamine (NDMA) and N-nitrosodibutylamine

NDBA) (Sigma–Aldrich, Madrid, Spain). All solvents (ace-
onitrile, ethyl acetate, methanol, dichloromethane, ethanol,
-propanol and diethyl ether) were supplied by Merck (Darm-
tadt, Germany). All products were handling with care,
sing efficient fume hoods and wearing protective gloves.
iChrolut® EN (40–120 �m) was purchased from Merck.
thers sorbents (Amberlites, RP-C18 and Ambersorb 572)
ere supplied by Supelco (Madrid, Spain). Inert material of
oly(tetrafluoroethylente) white beads was supplied by Fluka
Madrid, Spain). High-purity deionised water purified with

Milli-Q analytical-reagent grade water purification system
Milli-Q A10 Academic Gradient system) was used for prepa-
ation of reagents and standards.

Standard stock solutions containing 10 g/l of each NAm were
repared in methanol and stored in glass-stopped bottles at
4 ◦C in the dark. Standard working solutions were daily pre-

ared by dilution of the stock in Milli-Q water and adjusted at
H 7.4 with dilute NaHCO3. Denitrosation reagent (2.5%) was
repared by mixing 13 ml of 48% hydrobromic acid (Fluka),
9.4 ml of acetic anhydride (Fluka) and diluted to 250 ml with
cetic acid (Fluka). Griess reagent solution was freshly prepared
efore use by dissolving 1.5 g of sulfanilamide (Fluka), 0.22 g
f N-(1-naphthyl) ethylenediamine dihydrochloride (Fluka) and
.2 ml of concentrated hydrochloric acid (Merck) in 100 ml of
illi-Q water.

.2. Apparatus

Analysis was performance with a Perkin-Elmer Lambda
0 UV/VIS spectrophotometer (Perkin Elmer, Überlingen,
ermany) equipped with a Hellma (Jamaica, NY, USA)
S.1000 flow cell (18 �l inner volume, pathlength 10 mm).
he absorbance at 545 nm was continuously monitored
y a Radiometer REC-80 Servograph recorder (Copen-
agen, Denmark). The flow system consisted on a Gilson
inipuls-3 peristaltic pump (Villiers-Bel, France) fitted with

oly(vinylchloride) pumping tubes, and two Rheodyne 5041
njection valves (Cotati, CA, USA). PTFE tubing of 0.5 mm
.d. and commercially available connectors and a PTFE tubing
8 cm × 3 mm i.d.) laboratory-made sorption column contain-
ng 75 mg of LiChrolut® EN were also employed. Because of
ts small particle size, the LiChrolut® EN sorbent is very prone
o compaction when soaked in the flow system. In order to avoid
brupt changes in column compactness that might stop the solu-

ion flow and dislodge the system connections, each LiChrolut®

N segments (1.0 cm long) was separated by one segment of
n inert material (e.g. PTFE beads, segments of ∼0.5 cm long).
he sorbent column was conditioned by passing 450 �l of ace-
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ig. 1. Schematic diagram of the proposed continuous system for the preconce
and B, denitrosation and Griess reactors, respectively.

onitrile and 5 ml of Milli-Q water. Under these conditions, the
orbent column remained active for 3 months.

.3. Sample preparation procedure

Water samples were collected in amber-glass bottles with
TFE lids. Sample bottles were rinsed with a small volume of
ample and the rinsate discharged. After that, bottles were filled
ithout headspace and 20 mg/l of ascorbic acid were added.
amples were then stored at 4 ◦C and analysed within 2 weeks
f collection. Prior the analysis, samples (e.g. waste water) were
ltered through a 0.45 �m membrane filter (mixed cellulose
sters, Millipore, Ibérica, Spain) and the pH was adjusted to
.4.

.4. Screening procedure

The continuous flow system is depicted in Fig. 1. First, 100 ml
f sample or standard solution at pH 7.4 (adjusted with NaHCO3)
as passed through the sorbent column (located in the loop of

njection valve IV1) at 5 ml/min, retention of NAms was imme-
iate and the sample matrix was sent to waste. NAms were
hen eluted (in the opposite direction to flow of the sample)
ith 150 �l of ethyl acetate–acetonitrile (9:1) mixture (eluent)
y switching IV1 and IV2 at 0.6 ml/min (Milli-Q water as car-
ier). The extract and the denitrosation reagent were mixed in

150 cm × 0.5 mm i.d. reaction coil. The nitrite generated was

hen mixed with the Griess reagent in an 80 cm × 0.5 mm reac-
ion coil. The absorbance of the azo-dye generated was measured
t 545 nm. A volume of 150 �l of eluent was used as blank, giv-

(
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t

able 1
orption efficiency (%) of various materials for N-nitrosamines

-Nitrosamine LiChrolut® EN XAD-2 XAD-4

-Nitrosodimethylamine 99.9 55.6 100.0
-Nitrosodiethylamine 100.0 60.3 68.8
-Nitrosopyrrolidine 99.0 62.2 100.0
-Nitrosopiperidine 99.6 62.6 67.3
-Nitrosomorpholine 100.0 62.2 100.0
-Nitrosodibutylamine 99.5 94.3 99.9
-Nitrosodiphenylamine 99.9 91.7 99.7
n and determination of N-nitrosamines in water. IV, injection valve; W, waste;

ng negligible absorbance (ca. 0.003 units). Peak height was used
s the analytical signal.

. Results and discussion

.1. Optimization of the sorption/elution process

In order to select the most suitable sorbent and eluent for the
ntended purpose, a manifold similar to that depicted in Fig. 1
as employed. In all experiments, 100 ml of an aqueous stan-
ard solution containing 25 �g/l of different NAms were passed
hrough the sorbent column at 5 ml/min.

Several typical sorbent materials (Amberlites XAD-2,
AD-4, XAD-7, and XAD-16, RP-C18, Ambersorb 572 and
iChrolut® EN) were tested for the preconcentration of NAms.
orption test was done by using a column packed with 100 mg
f the sorbent assayed in each case. Fractions of 1 ml of sam-
le were collected before and after the sorbent column in glass
ials. Both fractions were mixed with 1.4 ml of the denitro-
ation reagent and 300 �l of the Griess reagent. The sorption
fficiency of the sorbent materials was assessed by compar-
ng the absorbance of both fractions. As can be seen from
able 1, the best results were obtained with LiChrolut® EN and
mbersorb 572, where all NAms were quantitatively retained
ith sorption efficiency of ca. 100%, whereas for other sor-
ents, retention ranged from 50 (Amberlite XAD-7) to 90%

Amberlite XAD-4). Although LiChrolut® EN and Amberlites
re styrene-divinylbenzene copolymers, the differences found
n their sorption efficiency can be explained by the different par-
icle size, mesh size and polarity of sorbents. Different organic

XAD-7 XAD-16 RP-C18 Ambersorb 572

100.0 100.0 100.0 99.9
48.1 100.0 52.8 99.5
10.3 57.7 12.5 99.4
8.1 31.0 25.5 100.0

14.6 57.0 13.9 99.6
86.1 100.0 100.0 100.0
83.3 80.0 100.0 90.9
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olvents were assayed as eluent, namely: ethyl acetate, acetoni-
rile, acetone, methanol, ethanol, diethyl ether, dichloromethane
nd 2-propanol. None organic solvents (150 �l) provided quan-
itative elution (lower than ca. 50%) when using Ambersorb 572,
herefore it was discarded as sorbent. By using LiChrolut® EN
uantitative elution ca. 100% was only obtained with acetoni-
rile; since the presence of ethyl acetate (90% elution efficiency)
mproves the Griess reaction, a mixture of both solvents ethyl
cetate–acetonitrile (9:1) was finally selected as eluent.

The optimum amount of LiChrolut® EN sorbent was
tudied by using various columns containing between 25
2.5 cm × 3 mm i.d.) and 150 mg (15 cm × 3 mm i.d.) of the sor-
ent. A series of calibration graphs were run for each NAm
nd column, by passing 100 ml of aqueous standard solutions
ontaining between 1 and 40 �g/l of NAms and eluting with
50 �l of ethyl acetate–acetonitrile (9:1). The analytical sig-
al increased as increasing the amount of sorbent up to 75 mg
nd decreased above 90 mg of LiChrolut® EN, because higher
olume of eluent for complete elution of NAms is required.
inally, a working column packed with 75 mg of LiChrolut®

N (8 cm × 3 mm i.d.) was selected. The retention of NAms
epends on the sample pH, and this effect was studied over a
ide range (1.0–12.0); in all instances, the desired values were

djusted with dilute HCl or NaOH. The signal remained almost
onstant from pH 6.0–8.5, with a sharply decrease above this
alue. Samples were adjusted to pH 7.4 with dilute NaHCO3.
he ionic strength of the water samples, adjusted with potassium
itrate, had no effect on the signal up to 2 M.

The flow rate of the sample through the column during the
reconcentration step had no effect on the sorption efficiency
ver the studied range (0.4–5.5 ml/min); therefore, a sample
ow rate of 5.0 ml/min was selected. The effect of the elution
rocess was studied by changing the carrier flow rate (water)
etween 0.4 and 2.8 ml/min. The maximum signal with no carry-
ver was obtained with a flow rate of 0.6 ml/min. The effect of
he eluent volume was studied between 50 and 400 �l by using
oops of variable length in the injection valve (IV2 in Fig. 1).
s the eluent volume was increased, desorption was more

fficient, but analytes were also diluted. The signal increased
ith increasing volume up to 150 �l, above which it started

o decrease as the likely result of the analytes were diluted.
n injection volume of 150 �l of ethyl acetate–acetonitrile
as selected. A second injection with the same eluent volume

evealed the absence of carry-over. The breakthrough volume
epends on the packing efficiency of the sorbent bed and on the
trength with which the analytes are retained. The effect of this
ariable was examined by using standard solutions containing
5 �g of each NAm in variable volumes (from 10 to 400 ml),
or insertion into the SPE system. Sorption efficiency of ca.
00% was obtained with volumes up to 300 ml of the aqueous
olution.

.2. Selection and optimization of the derivatization

eaction

It is well known that NAms easily undergo cleavage at
he N NO bond that can be carried out by UV irradiation

t
a
t
8
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22,23] or by denitrosation with a hydrobromic acid–acetic
cid–acetic anhydride mixture [24]. The amine liberated can
e detected by reaction with dansyl chloride by fluorescence
18] or with tris(2,2′-bipyridyl) ruthenium (III) by chemilu-
inescence [23], or the nitrites generated in the reaction can

e also monitored by reaction with the Griess reagent by
hotometry [20,22,24]. In the present work, we selected a
ydrobromic acid–acetic acid–acetic anhydride mixture for the
enitrosation of NAms and the nitrites generated are deriva-
ized with the Griess reagent, being monitored the final products
t 545 nm. This derivatization procedure was selected because
ts simplicity and rapidity, and allows the use of conventional
nstrumentation. Preliminary experiments were focused on the
election of the optimum conditions for the derivatization, using
n aqueous solution containing 25 �g/l of each NAm. After
reconcentration and elution, the extract was mixed with the
enitrosation reagent using the continuous system depicted in
ig. 1.

The HBr concentration in the denitrosation reagent were
ptimized between 1 and 5% and, as can be seen in Fig. 2,
he maximum signal was obtained at an HBr concentration
f 2.5% in the mixture (13 ml of 48% hydrobromic acid,
9.4 ml of acetic anhydride and diluted to 250 ml with acetic
cid). The flow rate of the denitrosation reagent was varied
etween 0.6 and 1.2 ml/min, and the maximum absorbance
as obtained at a flow rate of 0.8 ml/min. Finally, the length
f the coil, where the reaction between the analytes and
he denitrosation reagent took place, was also studied. Reac-
ion within the plug was virtually complete for a long of
50 cm.

The nitrites liberated in the previous reaction were deriva-
ized by the Griess reagent. A solution containing a mixture of
eagents (sulfanilamide, N-(1-naphthyl) ethylenediamine dihy-
rochloride and concentrated hydrochloric acid) were tested.
or this purpose, individual solutions of these three reagents
ere evaluated by insertion of each reagent in a different stream
f the FI system, but the best results in terms of sensitiv-
ty were obtained with a mixture of them. The concentration
f sulfanilamide in the mixture over the range 0.1–3.0% was
lso studied. The signal increased with increasing sulfanilamide
oncentration up to 1–3%, reaching a steady state above this
alue. So, a concentration of the Griess reagent of 1.5% in
ulfanilamide was taken as optimal. The concentration of N-
1-naphthyl) ethylenediamine dihydrochloride was varied from
.06 to 0.60%; the maximum peak, as can be seen in Fig. 3,
as obtained with a concentration of this Griess reagent of
.2%, which was selected. Various acids at 5% (v/v) in the
riess reagent (phosphoric acid, acetic acid and hydrochloric

cid) where tested and the maximum signal was obtained with
Cl.
On the other hand, the flow rate of the Griess reagent was

ptimized between 0.1 and 0.8 ml/min and the maximum signal
ere found at 0.4 ml/min. Finally, we also studied the length of
he mixing coil where the reaction between the nitrites generated
nd the Griess reagent took place, over the range 30–200 cm and
he maximum signal without dilution was obtained for a coil of
0 cm long.



502 B. Jurado-Sánchez et al. / Talanta 73 (2007) 498–504

F nt. N
n DBA

3

i
c
t
l
c
(
[
v
T
t
s
a
o
t
v
3
t
b
5

(
c
a

i
p
a
a
t
v
1
p
i

3

e

ig. 2. Optimization of the HBr concentration in the denitrosation reage
itrosopyrrolidine; NPIP: N-nitrosopiperidine; NMOR: N-nitrosomorpholine; N

.3. Sensitivity and selectivity of the method

Analytical curves for aqueous samples were constructed by
ntroducing 100 ml of aqueous solutions containing variable
oncentrations of NAms between 0.7 and 45 �g/l. The sensi-
ivity (slope of the calibration graph) and the linear ranges are
isted in Table 2. The limits of detection (LOD) and quantifi-
ation (LOQ) were calculated as the blank signal plus 3 times
LOD) or 10 times (LOQ) its standard deviation, respectively
29]. Preconcentration factors increased with increasing sample
olume and are limited by solvent quantity and analysis time.
he preconcentration factor was calculated as the ratio between

he slopes of the calibration graphs obtained by using the flow
ystem depicted in Fig. 1 and the slopes obtained by analysis of
queous standards solutions containing between 0.5 and 5 mg/l
f NAms at pH 7.4 by the flow system depicted in Fig. 1, using
he same flow system without the sorbent column. The mean
alues (for the seven NAms studied) of these factors were 60,

10 and 620 for samples volumes of 10, 50 and 100 ml, respec-
ively. When using 300 ml of sample the sensitivity increases
ut in detriment of the sampling frequency (sample flow rate of
ml/min implies 1 h per analysis). The precision of the method

n
c
t
w

Fig. 3. Optimization of N-(1-naphthyl) ethyl
DMA: N-nitrosodimethylamine; NDEA: N-nitrosodiethylamine; NPIR: N-
: N-nitrosodibutylamine; NDPA: N-nitrosodiphenylamine.

as repeatability), expressed as relative standard deviation, was
hecked on 11 individual samples containing 1 �g/l of each
nalyte and ranged between 2.7 and 4.5%.

A systematic study of interferences was carried out, includ-
ng the following compounds: nitrite and nitrate, typical anions
resent in water. Cations [Fe, Cu, Ca, Mg, Na, K, and others],
scorbic acid (added to water samples as preservative), citric
cid, sorbate, phosphates and lactic acid were also studied. All
he compounds studied at concentrations of 200 mg/l (sample
olume, 100 ml) caused no interference in the determination of
�g/l of each NAm. This effect can be ascribed to these com-
ounds are not retained on the sorbent column, being eliminated
n the waste.

.4. Reliability of the proposed screening method

The confidence level of the proposed screening method was
stablished on the basis of the level of false positives and

egatives through a simple chemometric study. The cut-off con-
entration was set at a concentration corresponding to two times
he limit of detection (2LOD). A false negative arises when a
ater sample spiked with a concentration of analyte higher than

enediamine concentration (see Fig. 2).
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Table 2
Analytical figures of merit of the proposed method

N-Nitrosamine Sensitivity
(absorbance/(�g l))

Linear range
(�g/l)

Ra Limit of detection
(�g/l)

Limit of
quantification (�g/l)

R.S.D.b

(%)
Preconcentration
factor (100 ml sample)

N-Nitrosodimethylamine 0.0353 0.7–35 0.997 0.2 0.5 4.5 621
N-Nitrosodiethylamine 0.0303 0.7–40 0.995 0.2 0.6 3.7 622
N-Nitrosopyrrolidine 0.0334 0.7–35 0.992 0.2 0.6 2.7 615
N-Nitrosopiperidine 0.0338 0.7–35 0.992 0.2 0.5 3.7 619
N-Nitrosomorpholine 0.0257 0.9–45 0.993 0.3 0.7 3.3 622
N-Nitrosodibutylamine 0.0345 0.7–35 0.991 0.2 0.5 4.4 619
N 0.2 0.5 3.6 620
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Table 3
Determination of N-nitrosamines in water samples

Water sample Screening responsea Concentration
found (�g/l)b

River (Guarrizas) Negative –
River (Guadalquivir) Negative –
Pond (La Fernandina) Negative –
Pond 2 (Puente Nuevo) Negative –
Well (Linares) Negative –
Well (La Carolina) Negative –
Tap (Linares) Negative –
Tap (La Carolina) Negative –
Waste (La Carolina) Positive 2.1
Waste (Mengibar) Positive 1.0

a

N

3

N
w

F
d

-Nitrosodiphenylamine 0.0340 0.7–35 0.994

a R: regression coefficient.
b R.S.D.: relative standard deviation (n = 11) for 1 �g/l.

LOD gives an absorbance measurement lower than the cut-
ff signal. A false positive is produced when a water sample
piked with a concentration of analyte lower than 2LOD gives
n absorbance measurement higher than the cut-off signal. N-
itrosodimethylamine (LOD = 0.2 �g/l) was the N-nitrosamine

elected for this study because it is one of the most common and
oxic NAm present in water. A systematic study at five concen-
rations levels (0.5LOD, 1LOD, 1.5LOD, 2.5LOD and 3LOD)
as carried out by using 25 samples at each concentration. The

esults obtained are shown in Fig. 4, where at each concentration
evel, the reliability at a confidence level of 95% is given. As can
e observed, the percentage of false negatives decreases as the
oncentration of N-nitrosodimethylamine increases, being zero
t 3LOD. The percentage of false positives turned out to be 13%
t a 1.5LOD; as expected, no false positives were obtained at
oncentrations lower than LOD.

As no certified reference materials with this type of NAms
n water were available, a recovery study was carried out on
eal water samples (tap, well, river, pond and waste) to test
he accuracy of the proposed method. For this purpose, the N-
itrosamines studied were added to aliquots of the blank sample
t three different concentrations (1, 2 and 5 �g/l) and the sam-
les were processed according to the proposed procedure. The

amples were all run in triplicate (n = 3) and the relative stan-
ard deviation was calculated for each one. Average recoveries
aried between 90 and 103% with an average relative standard
eviation of ca. 4%.

b
v
p
O

ig. 4. Graphical summary of the reliability of the proposed screening system as app
etection limit of the method.
Response of the screening photometric method for a cut-off of 2LOD for
-nitrosodimethylamine.
b Concentration expressed as N-nitrosodimethylamine.

.5. Application to water samples

The proposed method was applied to the determination of
-nitrosamines in various types of Spanish waters, namely: tap,
ell, river, pond and waste.
If any sample (e.g. waste water) requires filtering, this should
e done at the time of sampling and then adjusted at pH 7.4; a
olume of 100 ml of each water sample was analysed using the
roposed screening method. The results are listed in Table 3.
nly two waste waters were classified as positive. By using the

lied to water samples with N-nitrosodimethylamine at concentrations near the
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alibration graph of N-nitrosodimethylamine the concentration
f NAms (n = 5) was calculated in both waste waters. All the
ame, quantitative determination of each NAm is only possible
f only one is present and its identity is known. For this reason,
very positive result must be confirmed by using procedures
f higher analytical rank – for example, gas chromatography
oupled ideally with mass spectrometer – that are able to separate
nd identify the NAms.

. Conclusions

The proposed method is focused on the development of
n automatic system that allows the solid-phase extraction
f N-nitrosamines for the preconcentration and clean-up of
he sample, and derivatization for their photometric detec-
ion. This method is straightforward (it requires minimum
ample preparation), expeditious (the throughput is 3 sam-
les/h) and reliable (it provides no false negatives for a cut-off
f 0.6 �g/l). The method uses few microlitres of the eluent
150 �l) whereas other authors use several millilitres of sol-
ents by using a sorbent column [20] or a cartridge [21],
eing necessary a manual evaporation step to increase the sen-
itivity, which can cause losses of volatile NAms. Thus, this
tep could explain the low recoveries obtained for volatile
Ams (N-nitrosodimethylamine, N-nitrosodiethylamine and N-
itrosomorpholine) [21]. The detection limits of the proposed
ethod (ca. 0.2 �g/l) are lower than others using FI system and

hotometric detection (0.8 or 5.4 �g/l) for the determination
f NAms in water samples [22,24]. The sensitivity of the pro-
osed methodology is lower than that obtained by Pérez Ruiz
t al., which use a flow system and LC with chemiluminescent
etection. Detection limits within the range 0.1–3.0 ng/l were
chieved by using 250 ml of water, being the eluate manually
vaporated and the residue dissolved with 0.5 ml of water [21].
n the present work the detection limits can be also decreased
y using sample volumes of 300 ml.
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19] L. Cárdenes, J.H. Ayala, V. González, A.M. Afonso, J. Chromatogr. A 946

(2002) 133.
20] G. Bellec, J.M. Cauvin, M.C. Salaun, K. Le Calvé, Y. Dréano, H. Gouérou,
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25] M. Valcárcel, S. Cárdenas, M. Gallego, Trends Anal. Chem. 18 (1999) 685.
26] B.M. Simonet, A. Rı́os, M. Valcárcel, Anal. Chim. Acta 516 (2004)
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A new method for simultaneous determination of Co(II), Ni(II) and Pd(II)
as morpholine-4-carbodithioate complex by SPME–HPLC–UV system
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bstract

A new approach for the analysis of Co(II), Ni(II) and Pd(II) as morpholine-4-carbodithioate (MDTC) complexes in aqueous medium by using
olid phase microextraction (SPME)–high performance liquid chromatography (HPLC)–UV has been developed. The method involves sorption
f metal complexes on PDMS fiber from aqueous solution followed by desorption in the desorption chamber of SPME–HPLC interface using
cetonitrile:water (60:40) as mobile phase. A good separation of metal complexes is achieved on C column. The detection limits of Co(II),
18

i(II) and Pd(II) are 0.17, 0.11 and 0.06 ng ml−1, respectively. These can be determined by the proposed method without interference from other
ommon metal ions such as Mo(VI), V(V), Ag(I), Sn(IV), Cd(II), Pb(II), Zn(II), Ag(I), Sn(II), Cr(III) and Cr(VI). The method was applied to the
etermination of these metals in different alloy samples and drinking water sample.

2007 Elsevier B.V. All rights reserved.
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. Introduction

Some of the metal ions are the most dangerous pollutants due
o their acute toxicity and carcinogenecity. These metal ions are
umulative poisons capable of being assimilated in the tissues of
rganisms causing noticeable adverse physiological effects [1].
ffects on the lungs, including asthma, pneumonia, and wheez-

ng, have been found due to toxicity of these metal ions. The
espiratory system is the primary target of nickel toxicity follow-
ng inhalation. Exposure to high concentrations of these metal
ons causes lung, nasal and throat cancers. Therefore, interest
nd demand is increasing for metal determination in biological
nd environmental samples [2].

Different separation and detection techniques have been
pplied in the determination of metal species. HPLC is a tech-
ique, which meets most of the analytical requirements of metal
etermination as it provides separation and quantitation of dif-

erent species down to trace levels in one procedure. Current
ethods used for extracting metal ions are liquid–liquid extrac-

ion (LLE) [3], salting out liquid–liquid extraction (SOE) [4] and

∗ Corresponding author. Tel.: +91 175 2359557; fax: +91 175 2283073.
E-mail address: malik chem2002@yahoo.co.uk (A.K. Malik).

v
t
u
o
a
o
m

039-9140/$ – see front matter © 2007 Elsevier B.V. All rights reserved.
oi:10.1016/j.talanta.2007.04.003
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olid phase extraction (SPE) [5] using bonded silica sorbents.
LE and SOE are time consuming, require large volumes of sol-
ents and can lead to different extraction efficiencies depending
n the analyte investigated. SPE offers the advantage of lower
onsumption of organic solvent but it involves a multistep pro-
edure such as conditioning, retention, rinse and elution, which
akes it very lengthy and time consuming.
Solid phase microextraction (SPME) developed by Pawliszyn

6–8] is a rapid, simple, solvent free and sensitive method for the
xtraction of metal ions. It is solvent free and eliminates the need
or extraction of analytes in very expensive organic solvents. It
equires less time for extraction and easy to use. It prevents the
oss of analytes and allows field sampling with portable field
ampler. It is highly sensitive and able to detect analytes up to
pb and sometimes, ppt levels. Few methods using SPME–GC
or the analysis of metal-ions are reported in the literature [9].
hese methods are very sensitive, but they are limited only to
olatile metal complexes. Reviews are available on the applica-
ion of SPME to different metal species, which report the limited
se of SPME–HPLC for the analysis of Hg(II), organotins and

rganomercury species [10,11]. The present paper describes an
nalytical method that integrates the sorption of metal complexes
n SPME fiber for very sensitive and direct determination of
etal ions in aqueous solution. It extends application of SPME
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o the analysis of toxic metal ions and direct application to real
amples. Special attention is given to the optimization of instru-
ental parameters of SPME–HPLC and UV system for proper

xtraction, separation and detection of Co(II), Ni(II) and Pd(II)
etal ions. Analytical figures of merit including analysis time,

recision and limit of detection are discussed.

. Experimental

.1. Reagents

All the solvents used were of HPLC grade purchased from
.T. Baker Chemicals, USA and filtered by using Nylon 6,6-
embrane filters (Rankem, India) in filtration assembly (from
erfit, India). Co(II) (cobaltous chloride), Ni(II) (nickel nitrate),
d(II) (palladium chloride), sodium acetate, acetic acid and
odium hydroxide were obtained from Merck, India. All HPLC
olvents were degassed with an ultrasonic bath prior to use.

orpholine-4-carbodithioate (MDTC) reagent was prepared in
he lab by using method reported by Macrotrigiano et al. [12]. It
as purified by recrystallization with 2-propanol. The purity was

hecked by recording melting point and IR spectra on Perkin-
lmer FTIR. Sodium acetate (0.02 M)/acetic acid buffer of pH
.0 was prepared by adjusting the pH on digital pH meter using
aOH and acetic acid. Sodium chloride used for optimization
f extraction conditions was purchased from Sisco Chemicals,
ndia.

.2. Synthesis of morpholine-4-carbodithioate and complex
ormation

MDTC has been used as complexing agent. It was prepared
y the method reported by Macrotrigiano et al. [12].

Morpholine in dry ether was taken in 250 ml Erlenmeyer
ask and to this solution; stoichiometric amount of CS2 was
dded dropwise with constant stirring. Reaction mixture was
ooled in an ice salt mixture thoroughly and stoichiometric
mount of NaOH (dissolved in minimum quantity of water) was
dded dropwise with constant stirring. Addition was complete
n about 3–4 h. The crude product was filtered over suction and
ashed several times with solvent ether. Residue was recrystal-

ized twice from isopropyl alcohol. Obtained product was in the
orm of white needle shaped crystals with melting point 175 ◦C
nd was highly soluble in water. FTIR studies showed charac-
eristic bands for C S str at 1083 cm−1 and two bands at 1437
nd 1164 cm−1 due to υ(C–N) and υ(C–O), respectively.
.3. Apparatus

The Dionex HPLC unit consisted of the following compo-
ents; a P 680 solvent delivery pump, an UVD 170 detector

M
a

a 73 (2007) 425–430

apable of detecting at four wavelengths, interfaced to a com-
uter loaded with Chromeleon software, in conjunction with
P laser 1010 printer. A Dionex C18 stainless steel reversed
hase column of 250 mm × 4.6 mm (i.d.) filled with C18 mate-
ial (5 �m) (Acclaim 120) was used for separation. HPLC was
yphenated to SPME by using a specially designed interface
ith an injection loop of 50 �l (Supelco Corp., Bellenfonte,

A). For extraction of analytes, nonbonded PDMS fiber having
00 �m film thickness and stable in pH 2–10 with water-miscible
rganic solvents, was purchased from Supelco, Bellenfonte,
A.

.4. Procedure

It involves the selective extraction of Co(II), Ni(II) and Pd(II)
ons as MDTC complexes from aqueous solution on PDMS fiber.
he complex formed was then, desorbed from the fiber onto
PLC column through a specially designed interface. The com-
lex formed by MDTC with these metals was well separated
rom the free ligand. The extracted amount of metal ions was
uantitatively determined by UV detection at 310 nm.

.5. Preparation of metal complexes

A 1–2 ml solution containing Co(II), Ni(II) and Pd(II)
etween 1 and 100 ng was taken in a 5 ml measuring flask. To
his, 1.0 ml of 0.02% MDTC reagent and 1 ml of sodium acetate
uffer of pH 6.0 was added. The final volume was adjusted to
ml with triply distilled water.

.6. Extraction, desorption and separation of complexes

Metal complexes can be sorbed from aqueous solution by
sing PDMS fiber. The fiber was conditioned in the mobile phase
efore use. During the process of sorption, the fiber was lowered
nto the sample vial sealed with a septum type cap. The fiber was
xtended into the metal solution through needle. A 1.5 g of NaCl
alt was added to it. The solution was stirred continuously with
agnetic stirrer at a rate of 1200 rpm for about 30 min. Sorp-

ion was conducted at room temperature. The fiber was retraced
ithin its holder after extraction of metal complexes. The ana-

ytes were desorbed from the fiber by soaking it in mobile phase
or 15 min in the desorption chamber of SPME–HPLC interface
t ‘load’ position. Then, the injector was turned to ‘inject’ mode,
hich delivered the metal complexes to C18 column for separa-

ion. The elution of analytes was done by using acetonitrile:water
60:40) as mobile phase at a flow rate of 0.8 ml/min The ana-
ytes were detected at a 310 nm (conditions are summarized in
able 1).

. Results and discussion

.1. Spectrophotometric conditions
Co(II), Ni(II) and Pd(II) metal ions react very rapidly with
DTC to form corresponding metal dithiocarbamates. Co(II)

nd Ni(II) form stable and colored complexes with MDTC in
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Table 1
Analysis of calibration curves by SPME–HPLC–UV

Parameters Co(II) Ni(II) Pd(II)

Regression equation 0.0219x + 0.0046 0.0297x + 0.059 0.0603x + 0.033
Correlation coefficient (r2) 0.9999 0.9992 0.9995
R.S.D. (%) 5.0 2.3 3.4
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Effect of stirring was studied by using magnetic stirrer. The
solution was stirred at constant rate of 1200 rpm during sorp-
tion on fiber. It was observed that extracting efficiency is very
low in the absence of rapid stirring. Without stirring poor repro-
OD, S/N = 3 (ng ml ) 0.17
etention time (min) 9.22
ariation time (R.S.D.) 0.3

H range of 5–7 and Pd(II) can form complex up to 6.0 pH.
herefore pH was adjusted to 6.0 by using sodium acetate buffer.

t was found that 1.0 ml of 0.02% MDTC was sufficient to chelate
00 ppb of Co(II), Ni(II) and Pd(II) ions. The composition of
etal chelates was investigated by changing the metal:ligand
ole ratio spectrophotometrically, which was found 1:2 for these
etal ions. It is in accordance with literature [13]. The absorption

pectra for metal complexes are shown in Fig. 1.

.2. Effect of NaCl concentration on sorption

The salt was added to the sample during extraction to reduce
he solubility of metal complexes in solution. Addition of salt
avors the extraction of analyte in some cases. Increase in amount
f salt increased the separation and sorption of metal complexes
n SPME fiber. The effect was studied by varying the amount of
alt from 10 to 40%. The concentration of NaCl was optimized
o 30% as maximum sorption was obtained at this concentration
Fig. 2A).

.3. Effect of sorption time

Sorption efficiency depends upon the distribution constant
etween the fiber and the solution, thickness of fiber, and diffu-

ion coefficient of analyte. The extraction time was optimized
or metal ion complexes by changing the exposure time of fiber
o solution of metal complexes. With the increase in extrac-
ion time, sorption of metal complexes increased up to 30 min.

ig. 1. Absorption spectra of (a) MDTC, (b) Co(II)–MDTC complex,
c) Ni(II)–MDTC complex, and (d) Pd(II)–MDTC complexes. [Co(II) =
0.1 �g ml−1, Ni(II) = 0.1 �g ml−1, Pd = 0.1 �g ml−1, MDTC = 1 ml of 0.1 %,
H 6.0].

F
1
5
s
r

0.11 0.06
10.23 10.92

0.5 0.5

herefore, 30 min sorption provides optimum time for maxi-
um efficiency (Fig. 2B).

.4. Effect of stirring
ig. 2. (A) Effect of salt concentration on the sorption of metal complexes at
0, 20, 30 and 40% NaCl. (B) Sorption time profiles at 10, 50, 100, 250 and
00 min [Co(II), Ni(II) and Pd(II); 20 ng ml−1, 1 ml of 0.02% MDTC, 30 min
orption on PDMS fiber, 15 min desorption, acetonitrile:water (60:40) at a flow
ate of 0.8 ml/min, detection at 310 nm].
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Fig. 3. SPME–HPLC chromatogram for mixture of metal complexes containing
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aliquot of solution was studied for Co(II), Ni(II) and Pd(II)
determination by same procedure given above. Results are
shown in Table 2. Amounts of metals were calculated from
the regression equation obtained from calibration curve. On
o(II), Ni(II) and Pd(II), each at 20 ng ml−1, 0.5 ml of 0.02% MDTC, 30% NaCl,
0 min sorption on PDMS fiber, 15 min desorption, acetonitrile:water (60:40) at
ow rate of 0.8 ml/min and detection at 310 nm.

ucibility was observed. Therefore, constant and rapid stirring
f solution was done for sorption of metal complexes.

.5. Chromatographic conditions

The separation of Co(II)–MDTC, Ni(II)–MDTC and
d(II)–MDTC complexes was performed by using C18 column.
he composition of acetonitrile was varied from 95 to 60% (v/v)
ith water to optimize the separation of metal complexes. The
se of 60% acetonitrile composition provided a fast separation
ith sufficient resolution. The flow rate was selected by study-

ng the effect of variation of flow from 0.8 to 1.0 ml/min. A
ufficient separation was observed at a flow rate of 1.0 ml/min
ut column pressure was high. To reduce the column pressure,
ow rate was decreased to 0.8 ml/min by using a mobile phase
ith acetonitrile:water (60:40) composition. A chromatogram

howing the separation of Co(II), Ni(II) and Pd(II) complexes
ith MDTC is shown in Fig. 3.

. Method performances

.1. Preparation of SPME calibration curves

The optimized conditions established above were then used
o prepare calibration curves for these three analytes spiked at
0, 50, 100, 250 and 500 ng ml−1 using PDMS fiber. The cali-
ration curves were linear over this range. The characteristics of
alibration curves are given in Table 1. The detection limit for
ifferent metal ions was calculated by using S/N ratio equal to
.

.2. Accuracy, repeatability and detection limits

The method detection limits were calculated for the metal
omplexes according to published guidelines, as three times

he standard deviation. Similarily, the method quantification
imits can be estimated as 10 times the standard devia-
ion. The accuracy (% recovery) and precision (%R.S.D.) of
PME–HPLC–UV method was evaluated for each analyte by

F
a
i

a 73 (2007) 425–430

nalyzing a standard of known concentration (50 ng ml−1) five
imes, and quantifying it using calibration curves established
bove. The results for detection limit and relative standard devi-
tion are given in Table 1. The relative standard deviation in
etention time found up to 0.5. The method gave satisfactory
esults when used to quantify metal ions in alloys.

.3. Interference

The interference from various metal ions such as Mo(VI),
(V), Ag(I), Sn(IV), Cd(II), Zn(II), Cr(III), Pb(II) and Cu(II)
as studied. The Zn(II), Ag(I) and Sn(II) did not interfere as
o complex was observed for these metal complexes. It is due
o unstability of metal complexes and is in agreement with the
iterature [14,15]. Cr(III) forms complex on heating at a tempera-
ure of 60 ◦C with dithiocarbamate [16]. Cu(II) forms a complex
hich can be separated from these metal complexes at a differ-

nt retention time. It was observed that Mo(VI) and V(V) form
omplex at very low pH. Small amounts of Fe(II) showed distur-
ances in the baseline. The complexes of Cd(II) and Pb(II) show
oor peak shapes and form unstable complexes with dithiocar-
amates which decompose during separation [17–19].

. Application to alloys and drinking water

This method was applied to drinking water (Fig. 4) and
number of alloys such as Borcher alloy, palladium–cobalt

lloy, Oakay alloy and Eligloy (Fig. 5). About 0.1 g of each
f alloy was taken and dissolved in aqua regia. Solution was
eated to near dryness and nitrate was expelled from residue
y conc. HCl acid. Residue was dissolved in triple distilled
ater and volume was made up to 500 ml. An appropriate
ig. 4. SPME–HPLC chromatogram for water sample containing Co(II), Ni(II)
nd Pd(II), each at 30, 5 and 5 ng ml−1, respectively, at same conditions as given
n Fig. 3.
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Fig. 5. SPME–HPLC chromatogram for alloy samples, (A) Borcher alloy, (B) palladium–cobalt alloy, (C) Eligloy and (D) Oakay alloy.

Table 2
Determination of Co(II), Ni(II) and Pd(II) in different alloys and water sample

Alloy and composition Co(II) (ng ml−1) Ni(II) (ng ml−1) Pd(II) (ng ml−1) Recovery (%)

Present Found Present Found Present Found Co(II) Ni(II) Pd(II)

Borcher alloy: Cr = 30%, Ni = 35%,
Co = 35%

35 30.65 35 33.49 – – 87.57 95.68

Palladium–cobalt alloy: Pd = 50%,
Co = 50%

10 9.74 10 9.39 97.40 93.9

Oakay alloy: Pd = 10%, Ni = 60%,
Pt = 20%, V = 9.5%

– – 120.0 120.4 20.0 19.66 100.3 98.3

Eligloy: Mo = 7%, Cr = 20%,
Ni = 40%, Co = 15%, Fe = 15%,
Mn = 2%, Be = 0.05%, C = 0.015%

4.0 4.14 10.0 10.50 - - 103.5 105.0

Drinking water sample: 30 29.5 5.00 3.95 5 4.48 98.33 79.0 89.6

t
a
t
o
p
l

6

a

p
N
p
T
r
i
s

aCo(II) = 30 ppb, aPd(II) = 5 ppb,
aNi(II) = 5 ppb

he basis of calculated value and actual value of metals in
lloys, recoveries were calculated. These were found more
han 80%. The drinking water was spiked with 30 ng ml−1

f Co(II) and 5 ng ml−1 of Ni(II) and Pd(II) metals. Similar
rocedure was applied and amounts of metal ions were calcu-
ated.
. Conclusion

SPME is demonstrated to be a simple, rapid convenient and
n efficient tool for the determination of metal ions after com-

S
d
m
s

lex formation for the first time. The separation of Co(II),
i(II) and Pd(II) as MDTC complex by using SPME as
reconcentration technique is simple, fast and reproducible.
he detection limits for the method are found to be in the

ange of ppb levels for the metal ions, which are approx-
mately 10 times better than HPLC methods using LLE as
ampling technique. The sensitivity, precision and accuracy of

PME are proved to be satisfactory. Because of the need to
etect trace levels of metal ions in drinking water, the present
ethod can be used for such purposes. SPME–HPLC–UV

ystem represents an integrated approach capable of precon-
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entration and sensitive direct determination of metal ions in
lloys.
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bstract

Detection of cell surface proteins is widely used as molecular markers for initiation, progression and severity of many diseases. In particular,
etection of cell adhesion molecules (CAMs) on endothelial cells is important as it indicates the extent of inflammation associated with several
iseases including arthritis, asthma, tumor metastasis, etc. Here, we report, a rapid method for detection of CAMs on endothelial cells by covalently
mmobilizing TNF-� induced cells on a photoactivated polystyrene microtiter plate at 50 ◦C in 45 min followed by performing enzyme-linked

mmunosorbent assay (ELISA) technique at elevated temperature. Our method reduced the time of cell-ELISA to 3 h with results akin to conventional
ell-ELISA carried out in 38 h. The method thus described herein could be potentially useful in clinical and research laboratories for rapid detection
f cell surface proteins including CAMs on intact cell samples.

2007 Elsevier B.V. All rights reserved.
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. Introduction

The detection of cell surface proteins is widely used as molec-
lar markers for initiation, progression and severity of many
iseases [1,2]. For example, the expression of cell adhesion
olecules (CAMs), such as intercellular cell adhesion molecule-
(ICAM-1), vascular cell adhesion molecule-1 (VCAM-1) and
-selectin, on endothelial cells is used as markers for severity

n several inflammatory diseases, such as arthritis, asthma, mul-
iple sclerosis, tumor metastasis [3–7]. VCAM-1 expression on
he surface of activated endothelial cells is used as a marker for

therosclerosis progression and severity in humans [8]. Acti-
ated leukocyte cell adhesion molecule (ALCAM) (CD166)
xpression is associated with melanoma progression [9]. For

Abbreviations: ICAM-1, intercellular adhesion molecule-1; VCAM-1,
ascular cell adhesion molecule-1; BSA, bovine serum albumin; FNAB,
-fluoro-2-nitro-4-azidobenzene; HUVECs, human umbilical vein endothe-
ial cells; HELISA, heat-mediated enzyme-linked immunosorbent assay;
ell-HELISA, heat-mediated cell-ELISA; EC, endothelial cell; OPD, o-
henylenediamine dihydrochloride
∗ Corresponding author. Tel.: +91 11 27667439; fax: +91 11 27667471.

E-mail address: pnahar@igib.res.in (P. Nahar).
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he detection of cell surface CAMs, most of the laboratories use
ell-ELISA, flowcytometry, immunohistochemistry or In situ
ybridization [10,11]. Most of these techniques are time con-
uming and require sophisticated instruments. As cell-ELISA
oes not require sophisticated instruments, it is the method of
hoice in most of the laboratories for the detection of CAMs.

Cell adhesion molecules are expressed in soluble as well as
n intact form on the cell surface. Depending on their expres-
ion pattern, different types of methods are used to measure
hese molecules. The assays for measuring soluble cell adhe-
ion molecules were well documented by Meager et al. [12].
owever, the CAMs which are expressed on the surface of cells

re usually measured by cell-ELISA, which is usually carried
ut by adhering cells on a gelatinized microtiter plate for around
6 h followed by induction with TNF-� for 16 h. Cells were then
rosslinked through glutaraldehyde before proceeding for con-
entional cell-ELISA [13,14]. Thus, conventional cell-ELISA
eeds anywhere from 38 to 48 h. Therefore, there is a need
o develop a rapid cell-ELISA for the detection of cell surface

rotein present on the intact cells.

Earlier, we developed a rapid method of detecting soluble
roteins covalently bound in a well of an activated microtiter
late [15]. In this communication, we report a rapid method of
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ell-ELISA by covalently immobilizing the endothelial cells in a
icrotiter plate at 50 ◦C. The covalently immobilized cell is then

sed for cell-ELISA at elevated temperature (cell-HELISA). The
rocedure takes less than 3 h in comparison to 38 h by conven-
ional cell-ELISA procedure. This rapid cell-HELISA procedure

ay find a broad range of applications for detecting cell surface
roteins in different areas of research including diagnostics.

. Materials and methods

.1. Materials

Bovine serum albumin (BSA), human anti-ICAM-1, human
nti-VCAM-1, human anti-E-selectin, anti-mouse IgG-HRP
onjugate, l-glutamine, antibiotic and antimycotic solution,
ndothelial cell growth factor, trypsin, pucks saline, HEPES and
-phenylenediamine dihydrochloride (OPD) were purchased
rom Sigma (USA). Fetal calf serum was purchased from Bio-
ogical Industries, Israel. All other chemicals used were of
nalytical grade. Nunc maxisorp microtiter plates were pur-
hased from Nunc, USA.

1-Fluoro-2-nitro-4-azidobenzene (FNAB) is a heterobifunc-
ional photolinker. It was prepared from 4-fluoro-3-nitro aniline
y a simple diazotization reaction [16]. Polystyrene microtiter
lates were activated by reacting the polystyrene surface with
NAB, as described by Nahar et al. [17]. In all cell-ELISA
xperiments at elevated temperature, these activated polystyrene
icrotiter plates were used.

.2. Cells and cell culture

Endothelial cells were isolated from umbilical cord using
ild trypsinization [14]. The endothelial cells were grown in M-

99 medium supplemented with 20% heat inactivated fetal calf
erum, 2 mM l-glutamine, 100 units/ml penicillin, 100 �g/ml
treptomycin, 0.25 �g/ml amphotericin, endothelial cell growth
actor (10 �g/ml) in 5% CO2 and 95% humidified water jacketed
ncubator. The purity of the cells was checked by E-selectin
xpression upon TNF-� induction [18].

A549 cells were grown in DMEM with glutamine and 1 g/l
lucose supplemented with 10% heat inactivated FCS and 3.7 g/l
aHCO3.

.3. Induction of cells for conventional and heat-mediated
ell-ELISA (cell-HELISA)

For conventional cell-ELISA, human umbilical cord vein
ndothelial cells (HUVECs) were plated onto gelatinized 96-
ell plates (2 × 104 cells/well) and allowed to adhere for 16 h.
ells were then induced with TNF-� (10 ng/ml) for 16 h for the
xpression of ICAM-1.

For cell-HELISA, endothelial cells were induced with TNF-

in the culture flask itself overnight and the cells were collected

n PBS after mild trypsinization. These induced cells were used
or cell-HELISA in the successive experiments. Control exper-
ments in both the cases were carried out with uninduced cells.

(

c
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.4. Effect of temperature and time for covalent and
on-covalent binding of cells on cell-ELISA

TNF-� induced cells (30,000 cells/well) were loaded into the
reated and untreated wells of polystyrene microtiter plates and
ncubated for 45 min at 30, 40, 50, 60 and 70 ◦C, respectively,
n a routine laboratory incubator. For optimization of time, cells
ere incubated for 35, 40, 45, 50 and 60 min, respectively, at
0 ◦C. After incubation, wells of a microtiter plate were thor-
ughly washed and kept for blocking the non-specific binding
n 2% BSA at 40 ◦C for 40 min. Cells were incubated with
nti-human ICAM-1 mAb (1:4000 dilution in blocking buffer)
or 45 min at 50 ◦C. After washing, cells were incubated with
RP-conjugated goat anti-mouse secondary antibody (1:1000)

t 50 ◦C for 40 min. The cells were exposed with substrate-
ye buffer (o-phenylenediamine dihydrochloride 40 mg/100 ml
n citrate phosphate buffer, pH 5, H2O2 0.03%). After 5 min,
0 �l of stop solution (2N H2SO4) was added to each well and
bsorbance was recorded at 490 nm in an automated microplate
eader (Spectramax 190, Molecular Devices, USA). Control
xperiment was carried out similarly with uninduced cells.

.5. Optimization of number of cells required for their
ovalent binding onto the treated and untreated well of a
unc maxisorp plate

Different number of TNF-� induced cells (10,000, 20,000,
0,000, 40,000 and 50,000 cells/well) were loaded into wells of
he treated and untreated polystyrene microtiter plates and incu-
ated for 45 min at 50 ◦C. Control experiment was carried out
imultaneously with uninduced endothelial cells. The efficacy of
inding was checked by carrying out subsequent ELISA steps
s described in Section 2.4.

.6. Estimation of expression of ICAM-I, VCAM-I and
-selectin by heat-mediated cell-ELISA

TNF-� induced cells were loaded (30,000 cells/well) into
he treated wells of polystyrene microtiter plates and incubated
t 50 ◦C for 45 min. After, washing nonspecific binding was
locked with 2% BSA (200 �l/well) by incubating at 40 ◦C
or 40 min followed by washing with PBS. Plates were incu-
ated at 50 ◦C for 45 min, with anti-human ICAM-1 mAb,
CAM-1 mAb or E-selectin mAb (1:4000, 1:500 and 1:1000
iluted in blocking buffer), respectively, and washed seven times
ith PBS. The cells were further incubated with peroxidase-

onjugated goat anti-mouse secondary antibody (1:1000 dilution
n blocking buffer) for 45 min at 50 ◦C. After washing peroxi-
ase substrate was added and absorbance was recorded as in
ection 2.4. Control experiment was carried out similarly with
ninduced cells.

.7. Comparative studies on heat-mediated cell-ELISA

HELISA) and conventional cell-ELISA (38 and 25 h)

Expression of ICAM-I was determined by heat-mediated
ell-ELISA as described in Section 2.6. The conventional cell-
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Fig. 1. Effect of temperature on immobilization of cells. Uninduced (hollow
symbol) and TNF-� induced (dark symbols) cells were immobilized onto the
t
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n
microtiter plate. When the experiment was carried out by vary-
ing the amount of cells, it was found that 30,000 cells per well
was optimum for binding to the wells beyond which no apprecia-
ble binding was observed. Requirement of cells to immobilize
68 S. Kumar et al. / Tal

LISA was performed as described earlier [14]. Briefly, cells
ere adherered to the untreated nunc maxisorp plate for 16 h

s described in Section 2.3 and crosslinked with 1.0% glu-
araldehyde at 4 ◦C for 20 min. Non-specific binding of antibody
as blocked by 2% BSA at 37 ◦C for 3 h. Binding of anti

CAM-1 (1:4000) were carried out at 4 ◦C for 16 h followed by
eroxidase-conjugated antibody binding at 37 ◦C for 3 h. The
ells were again washed with PBS and peroxidase was assayed
s in Section 2.4. Twenty-five hour conventional cell-ELISA was
erformed similarly as conventional procedure (38 h) except that
ntibody binding was carried out at 37 ◦C for 3 h instead of 16 h
s in conventional cell-ELISA.

.8. Sensitivity of cell-HELISA in presence of an inhibitor

Curcumin was used as a known cell adhesion molecules
nhibitor for studying the sensitivity of cell-HELISA [18]. The
xpression of ICAM-I was determined by cell-HELISA in
urcumin treated epithelial cells (A549). In brief, cells were pre-
reated with different concentrations of curcumin for 2 h, then
nduced with TNF-� (10 ng/ml) for 16 h. Expression of ICAM-

was estimated as mentioned in Section 2.6 and results were
ompared with conventional cell-ELISA.

.9. Statistical analysis

All the statistical analysis was performed using software
icrocal Origin (ver 3.0; Microcal Software Inc., Northampton,
A). Results are given as mean ± S.D. from three independent

xperiments. Differences were considered statistically signif-
cant for P < 0.05 by using independent two-tailed Student’s
-test. All the experiments were carried out in triplicates.

. Results and discussion

In conventional cell-ELISA, the cells were not attached to the
urface either directly or indirectly through a covalent linkage.
n this study, we are binding the cells by a covalent linkage
nto an activated microtiter plate which are either commer-
ially available or can be prepared by different methods. Cells
ere covalently bound onto the treated microtiter plate after the

xpression of ICAM-1 to avoid undesirable reaction of the acti-
ated group of the treated surface by the amino group of the
roteins present in the media.

Nunc maxisorp microtiter plates were activated by a photo-
hemical reaction using a heterobifunctional photolinker, FNAB
17]. Photolinker coated plate when exposed to UV light at
65 nm for 10 min, generates highly reactive nitrene which binds
o the polystyrene plate through insertion reaction leaving active
uoro group intact. It is likely that the cell is immobilized by

he displacement of the fluoro group of the treated plate by the
ncoming amino group of the expressed protein.

Immobilization of cells was carried out at different temper-

ture and time to find out the optimum conditions at which
est immobilization occurred. Fig. 1 showed that the absorbance
alue was increased upto 50 ◦C beyond which it started decreas-
ng. Decrease in absorbance value at higher temperature is likely

F
s
t
3
d

reated (�, ♦) and untreated (�, �) microtiter plates by incubating for 45 min at
0, 40, 50, 60 and 70 ◦C, respectively. Expression of ICAM-1 was detected as
escribed in Section 2.4.

ue to thermal injury on the biomolecule. Untreated surface
here immobilization occurred through adsorption showed two-

old less binding than the treated surface. This was expected as
dsorption is a slow process and needs more time to bind. Con-
rol experiment with uninduced cells showed negligible binding,
ndicating the absence of non-specific binding.

The optimum time for immobilization of cells at 50 ◦C was
hown in Fig. 2. Here, the absorbance value increased till 45 min
nto the treated surface, after which it decreased, indicating the
ptimum time for immobilization. Thus, the best cell immobi-
ization on a treated surface occurs at 50 ◦C in 45 min. Induced
ells showed around seven times greater absorbance compared
o the uninduced cells (control experiment).

In cell-HELISA it was necessary to find out whether more
umber of cells is required for rapid binding onto the activated
ig. 2. Optimization of time for covalent attachment of cells. Uninduced (hollow
ymbol) and TNF-� induced (dark symbols) cells were immobilized onto the
reated (�, ♦) and untreated (�, �) microtiter plates by incubating at 50 ◦C for
5, 40, 45, 50 and 60 min, respectively. Expression of ICAM-1 was detected as
escribed in Section 2.4.
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Fig. 3. Number of cells required for optimum immobilization. Different num-
ber (10,000, 20,000, 30,000, 40,000 and 50,000) of TNF-� induced cells were
immobilized onto the treated (A) and untreated (C) microtiter plates at 50 ◦C for
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Fig. 5. Comparative studies of conventional cell-ELISA, conventional cell-
ELISA in reduced time and cell-HELISA. Cell attachment, blocking, primary
antibody binding and conjugate binding were carried out by conventional cell-
ELISA in 38 h (A), conventional cell-ELISA in 25 h (B) and cell-HELISA in
3
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F
t
results were akin to that of conventional cell-ELISA. The exper-
5 min. Expression of ICAM-1 was detected by carrying out ELISA as described
n Section 2.5. Control ELISA was carried out without induction onto the treated
B) and untreated (D) microtiter plates.

n the experiment is similar to conventional cell-ELISA. Rapid-
ty of binding in this case does not require higher no of cells
Fig. 3).

Further steps of cell-HELISA such as blocking, antibody
ICAM-1) binding and HRP-conjugated secondary antibody
inding were also carried out by optimizing time and tempera-
ure for each step (experiments and results were not shown). The
ptimized conditions were found as 45 min/50 ◦C for antigen
inding, 40 min/40 ◦C for blocking, 45 min/50 ◦C for antibody
inding, and 45 min/50 ◦C for conjugate binding, respectively.
hus, cell surface protein such as ICAM-1, VCAM-1 and E-
electin were detected by immobilizing the cells onto the treated
icrotiter plates followed by carrying out the ELISA steps

apidly in the optimized conditions. The induced cells showed
ore than six- to seven-fold higher absorbance than uninduced

ells (Fig. 4).
Further, cells attached to untreated microtiter plate through

elatin followed by gluteraldehyde cross-linking as in con-
entional procedure could not be used for cell-ELISA at

levated temperature as it failed to give substantial ELISA
alue (results not shown). This most probably happened due
o leaching of gelatin along with cells at higher temperature

ig. 4. Detection of ICAM-1, VCAM-1 and E-selectin on TNF-� induced
UVECs. CAMs were detected before (A) and after (B) TNF-� induction by

ell-HELISA as described in Section 2.6.

i
t
t

F
c
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h (C) in different conditions: (A) 16 h/4 ◦C, 3 h/37 ◦C, 16 h/4 ◦C and 3 h/37 ◦C,
espectively. (B) 16 h/37 ◦C, 3 h/37 ◦C, 3 h/37 ◦C and 3 h/37 ◦C, respectively. (C)
5 min/50 ◦C, 40 min/40 ◦C, 45 min/50 ◦C and 45 min/50 ◦C, respectively.

50 ◦C) as the cells were not covalently bound to the plate
ither directly or indirectly (through gelatin) in conventional
ell-ELISA.

Finally, we have compared heat-mediated cell-ELISA with
hat of conventional cell-ELISA. Cell-ELISA carried out in 3 h
howed ELISA value akin to that of the convention cell-ELISA
arried out in 38 h. We have also tried to reduce the time for
onventional cell-ELISA. Reduction in time either for attach-
ent of cells to gelatinized microtiter plate or for antibody

inding steps failed to give similar absorbance value as that
f 38 h conventional cell-ELISA. In fact, reduction in time to
5 h in conventional cell-ELISA gave around 2.5-fold decrease
n ELISA reading (Fig. 5).

Sensitivity of cell-HELISA was also checked in the presence
f a known cell adhesion molecules inhibitor, curcumin [18].
ig. 6 showed that cell-HELISA can effectively differentiates

he levels of ICAM-1 expression in presence of curcumin. The
ment was carried out using A549, lung epithelial cells to show
he versatility of the present method. The results further support
hat cell-HELISA is not limited to endothelial cells but can also

ig. 6. Sensitivity of cell-HELISA in presence of an inhibitor. Different con-
entrations of curcumin were used before the TNF-� induction and ICAM-1
xpression was determined by conventional and heat-mediated cell-ELISA.
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e used to detect the expression of cell adhesion molecules on
ther cell type like epithelial cells.

. Conclusion

Covalently immobilized cells enhance cell-ELISA onto a
hotoactivated polystyrene microtiter plate at elevated temper-
ture. Thus, cell adhesion molecules, ICAM-1, VCAM-1 and
-selectin were detected by cell-HELISA in less time 3 h com-
are to that of conventional cell-ELISA carried out in 38 h. The
rocedure has potential applications in many studies involving
etection of cell surface protein in various clinical as well as
esearch laboratories.
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bstract

In this paper, 24 parameters (descriptors) that can influence the interaction of selected antibiotic compound (antibiotics) and DNA have been
nvestigated. Principal components analysis (PCA) and hierarchical cluster analysis (HCA) were employed in order to reduce dimensionality and
nvestigate which subset of variables could be more effective for classifying the antibiotics according to their binding mode with DNA. Results
f the PCA and HCA study showed that there are 12 descriptors closely related to the interaction. Based on these descriptors, multiple linear

egression (MLR) and artificial neutral network (ANN) allowed us to propose three models which can predict binding constant and binding mode.
or the prediction of binding constant, the minimal relative error is only 0.17% (MLR) and 0.72% (ANN); for the prediction of binding mode
ANN), five test molecules are all consistent with experimental results.

2007 Elsevier B.V. All rights reserved.
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. Introduction

DNA plays a major role in the life process because it carries
eritage information and instructs the biological synthesis of
roteins and enzyme through the process of replication and tran-
cription of genetic information. Recognition and exploration
f duplex DNA through molecules is a promising approach to
eveloping novel reagents which can recognize sites and probe
he structure and function of nucleic acid. Moreover, an under-
tanding of how molecules bind to DNA would be potentially
seful in the design of new drugs, therapy and genetic diseases,
tc. [1,2].

Many anticancer, antibiotic, and antiviral drugs exert their
rimary biological effects by reversibly interacting with nucleic
cids. Therefore, these biomolecules represent a major target in
rug development strategies designed to produce next genera-
ion therapeutics for diseases such as cancer [3]. Researchers
ave made a great progress in exploring the interaction between

hese series drugs and DNA [4–6]. Up to now, a variety of
nalytic techniques such as fluorescence spectroscopy [7,8],
ltraviolet-visible spectroscopy [9,10], capillary electrophoresis

∗ Corresponding author. Tel.: +86 931 7971276; fax: +86 931 7971276.
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11] and electrochemical techniques [12] have been devel-
ped for the identification and characterization of interactions
etween them. It was found that there are two principal modes
y which drugs can bind noncovalently to DNA: intercala-
ion and groove binding. Typically intercalating drugs possess
at, heteroaromatic ring systems that can insert between two
djacent base pairs in a helix. The complex is stabilized by
–� stacking interactions between the drug molecule and the
NA bases that surround it. For the minor groove binder,

hese drugs are typically composed of several aromatic rings
uch as pyrrole, furan, or benzene that are connected by bonds
ossessing torsional freedom [13]. Minor groove drugs gener-
lly adopt a characteristic curved shape that is isohelical with
he target groove. The resulting DNA–drug complex is stabi-
ized by a number of noncovalent interactions such as Van der

aals interactions, hydrophobic forces, and hydrogen bonds.
owever there are still some problems in this field. First, it

s difficult to find the influencing factors from the structure
f molecules. Second, for batches of unknown molecules, it
s difficult to predict the interaction from the experimental
esults.
In this paper, based on molecular structure data and experi-
ental results, multivariate analysis and artificial neural network
ere applied to study the following problems: (1) what factors

an influence the interaction between DNA and antibiotics? (2)
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Table 1
The reported and predicted binding constant and mode

Number Antibiotics Reported and predicted binding
constant

Reported
binding mode

ANN mode
training values

References

A1 NOM 5.6469 (3) 1.5000 [14]
A2 DAM 5.3711 (1) 0.5000 [14]
A3 ADM 5.2529 (1) 0.5001 [14]
A4 DADM 4.9370 (1) 0.5010 [14]
A5 2,7-DAM 4.5955 (3) 1.5000 [15]
A6 Ethidum bromide 5.0414 (1) 0.4996 [16]
A7 Netropsin 6.3874 (2) 1.0000 [17]
A8 Distamycin 8.6628 (2) 1.0830 [17]
A9 Hoechst 33258 8.3424 (2) 1.0450 [13]
A10 DNR 8.4000 (1) 0.5015 [18]
A11 WP776 6.6000 (1) 0.4969 [18]
A12 WP756 5.9000 (1) 0.5150 [18]
A13 WP758 7.2000 (1) 0.4995 [18]
A14 Mitoxantrone 9.9494 (1) 0.4999 [19]
A15 APTQ 6.2788 (1) 0.4996 [20]
A16 MDPTQ 6.3711 (1) 0.5000 [20]
A17 NMHE 7.1139 (1) 0.4998 [20]
A18 MHE 6.3617 (1) 0.4998 [20]
A19 DB226 6.0792 (2) 0.9999 [21]
A20 DB244 7.3424 (2) 1.0001 [21]
A21 AMAC 4.8921 (1) 0.4998 [22]
A22 CGP 40215A 7.8451 (2) 1.0000 [23]
A23 MMQ1 5.9345, M6.1870 (4.2%) (1) 0.5000 [24]
A24 Proflavine 5.4314, M5.6272 (3.6%) (1) 0.5008 [15]
A25 Propidium 4.7160, M4.7575 (0.88%) (1) 0.5000 [15]
A26 DB293 7.0414, M7.8410 (11.4%), A7.2690 (3.2%) (2) 1.0000 [13]
A27 DB351 6.8751, M7.4103 (7.8%), A6.9246 (0.72%) (2) 1.0001 [13]
A28 DB818 8.4472, M8.1827 (3.1%), A7.3714 (12.7%) (2) 1.0000 [25]
A29 DB75 7.1461, M7.1582 (0.17%), A6.9246 (3.1%) (2) 1.0000 [25]
A30 Berenil 6.0000, M6.4617 (7.7%), A6.0682 (1.

Annotate: “M” is the regressed binding constant by MLR. “A” is the predicted bindi
training values is the predicted binding mode. (1) Intercalation, (2) minor groove, (3)

Table 2
The characters of molecular structure

Characters Characters

Number of N atom Lone-pair electrons
Number of O atom Connolly solvent-excluded volume
Length of N–N bond Molar refractivity
Length of N–O bond Molecular Topological Index
Length of O–O bond Principal Moment of Inertia-X
Sum of atom Principal Moment of Inertia-Y
Double bond Principal Moment of Inertia-Z
Sum of rings (the atom C > 5) Radius
Partition coefficient (octanol/water) Connolly accessible area
Balaban Index Electronicenergy
W
C

H
a

2

2

i

o
T
r
d
h

(
f

W

w

J

w

iener Index HOMOEnergy
onnolly Molecular Area LUMOEnergy

ow can we predict binding mode and constant of unknown
ntibiotics?

. Methodology
.1. Data

The molecules of the 30 antibiotics [13–25] studied are shown
n Table 1. Twenty-four descriptors, which are shown in Table 2,

s

u
d

1%) (4) 1.5000 [13]

ng constant by ANN. The relative error is in parenthesis. Bold in AAN mode
intercalation, electrostatic, (4) minor groove, intercalation.

f each molecule were calculated by Chem3D (Cambridge Soft).
he calculated descriptors were chosen because they could rep-

esent different classes of molecular properties according to
ifferent sources of chemical information in terms of electronic,
ydrophobic and steric features of the compounds.

For the spatial conformational structure descriptors, Wiener
Eq. (1)) and Balaban (Eq. (2)) Index can be calculated by the
ollowing two equations respectively:

(G) = 1

2

∑

i

∑

j

dij (1)

here dij is the number of bond between i and j atom.

= ne

∑

ij

(SiSj)
−1/2

(2)

here ne is the number of border of the tree graph, Si and Si is

um of the row i and j in distance matrix of the tree graph.

The molecule area, accessible area and solvent-excluded vol-
me were calculated with the Chem3D by using the routine
eveloped by Connolly [26]. Principal Moment of Inertia-(X, Y,
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Fig. 1. The study path of the

) were derived by the following equation:

A =
∑

i

mir
2
ix, IB =

∑

i

mir
2
iy, IC =

∑

i

mir
2
iz (3)

here mi is the relative atomic weight of i atom, rix, riy and riz

re the distance of i atom to the principal moment of x, y and z.
Here two parts of data were computed. One is 24 descriptors

f 30 antibiotics; the other is the binding constants and binding
odes of 30 antibiotics obtained from literature (Table 1). The

inding modes were quantified as 0.5, 1.0 and 1.5, correspond-
ng to intercalation, groove binding and two modes (intercalation
nd electrostatic, intercalation and groove binding or electro-
tatic and groove binding), respectively.

.2. Selection of descriptors

Different combinations of 24 descriptors generated by “enu-
erative algorithm” were evaluated according to the procedure

hown in Fig. 1. The sum of descriptors involved in combinations
aried from 8 to 24. For a combination, its cluster of principal
omponent analysis (PCA) was compared with the experimental
luster obtained from interactive binding mode and constant in
eference. The combination having the same cluster inclination

s the experimental cluster can be regarded as an influencing fac-
or of interaction, i.e., those descriptors have important effects
n the interaction of DNA and antibiotics. Then HCA was used
o verify the results obtained by PCA.

P
o
b
r

able 3
oadings corresponding to the first three principal components for PCA and contribu

Parameter

1 Number of N atom
2 Length of N–O bond
3 Double bond
4 Sum of rings (the atom C > 5)
5 Lone-pair electrons
6 Balaban Index
7 Connolly Molecular Area
8 Molecular Topological Index
9 Principal Moment of Inertia-X
10 Principal Moment of Inertia-Y
11 Principal Moment of Inertia-Z
12 Electronic Energy
igenvalue

ontribution to total variance
ction of molecule and DNA.

. Results and discussion

.1. Descriptors influencing the interaction of DNA and
ntibiotics

.1.1. Principal component analysis (PCA)
PCA is a linear analysis technique that can find the most

fficient representation of a data set in several dimensions. It
s often employed in data representation and data compression
asks, where representing a large data set in a smaller number of
imensions might be desirable. This method generates a new set
f variables named principal component (PCs) as linear combi-
ation of the initial variables. The largest variance in the data
et is described by PC1, while PC2, orthogonal to PC1, has the
econd maximum variance and so on. The elements of the eigen-
ectors in the PCA method are called weights; the eigenvalues
epresent the amount of original variance in each eigenvectors.

In order to compare the variables on a same scale, each of
hem was auto-scaled before applying the PCA methodology.
fter several attempts to achieve a good classification of the

ntibiotics, the best separation was obtained with a small set of
2 variables which we found to be the most important.

The PCA results in Table 3 show that the first three princi-
al components (PC1, PC2 and PC3) describe 81.56% of the
verall variables as follows: PC1 = 54.97%, PC2 = 15.14 and

C3 = 11.45%, i.e., the first three PCs can present information of
riginal data completely [27,28]. Since almost all variables can
e explained by the first three PCs, their score plot is a reliable
epresentation of the spatial distribution of the points for the data

tion of each to the variable of the original data set

PC1 PC2 PC3

−0.0144 −0.5982 0.5901
−0.0271 −0.2416 0.4644

0.0152 0.4034 0.1688
−0.2234 −0.0637 0.0004

0.0210 0.2565 0.1647
−0.2159 −0.1185 −0.0535
−0.0705 −0.0112 0.0587

0.4425 −0.2826 −0.2914
−0.5620 −0.0949 −0.1221

0.6097 0.0419 0.1503
0.1016 -0.3816 -0.3987
0.0555 0.3176 0.3047
6.5964 1.8166 1.3744

54.97% 15.14% 11.45%
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ig. 2. Cluster of the scores of the first three PCs vs. binding mode (*: interca-
ation mode, +: groove binding mode, ×: two modes).

et studied. Fig. 2 displays the cluster of the scores of the first
hree PCs of 30 antibiotics versus binding mode. From which we
an see that the 30 antibiotics under study are separated accord-
ng to their binding modes. Fig. 3 is the cluster of experimental
ata, which was obtained by plotting the logarithm of binding
onstants and binding modes. Upon comparison of Figs. 2 and 3,
t is clear that the cluster of experimental results are very similar
o the cluster based on descriptors data, which imply that the
2 selected descriptors are very important for the interaction,
nd they can be considered as the factors that influence interac-
ion. The 12 selected descriptors include: P1 (the number of N

toms), P2 (the length of N–O bond), P3 (the double bond), P4
the sum of rings (the atom C > 5)), P5 (the lone-pair electrons),
6 (Balaban Index), P7 (Connolly Molecular Area), P8 (Molec-
lar Topological Index), P9 (Principal Moment of Inertia-X),

b
t
u
r

ig. 4. Dendrogram obtained with the HCA for the 30 antibiotics. The HCA classifie
roove binding mode antibiotics (group B).
ig. 3. Plot of the binding constant and mode. The binding constants were
ormalized. The binding modes were expressed by numbers, i.e., 0.5 refers to
ntercalation mode, 1.0 refers to groove binding mode, 1.5 refers to two modes.

10 (Principal Moment of Inertia-Y), P11 (Principal Moment of
nertia-Z) and P12 (Electronic Energy).

.1.2. Hierarchical cluster analysis (HCA)
The HCA method is an excellent tool for preliminary data

nalysis and it is very useful for examining data sets for expected
r unexpected clusters. This technique examines the distances

etween the samples in a data set and represents this informa-
ion as a two-dimensional plot called dendrogram which can be
sed to provide information on chemical behavior and verify the
esults obtained by PCA.

s the antibiotics into two groups: intercalation mode antibiotics (group A) and
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The results obtained with the HCA analysis are similar to
hose obtained with PCA and are displayed in the dendrogram
s shown in Fig. 4. The vertical lines represent the antibiotics and
he horizontal lines represent the similarity values. We can see
rom Fig. 4 that group A and group B have similarity values equal
o zero and they correspond to groups in Fig. 2 (PCA analysis).
oth PCA and HCA methods classified the 30 antibiotics studied

nto two groups in the same manner. Based on the classification
btained with the PCA and HCA we can say that 12 descriptors
re responsible for the interaction between DNA and antibiotics.

.2. Analysis of the influence factors

The PCA loadings values of the first two components and the
orresponding scores of 30 antibiotics are displayed in the same
lot (Fig. 5). According to Fig. 5, we can see that: (1) the load-
ngs of descriptors P1, P2, P3, P5, P11 and P12 are among the
ntibiotics that have intercalation and the ones that have groove
inding mode, and they have larger weights in PC2, which indi-
ate that P1, P2, P3, P5, P11 and P12 are all closely related to
ntercalation and groove binding; (2) the loading of P4, P6 and
9 is close to the antibiotics which have intercalation mode, P4
nd P6 have larger weights in PC2, and P9 has larger weight in
C1, which indicate that they are all correlative with intercala-

ion mode. For the groove binding, P1–P3, P5 and P11–P12 have
arger weights in PC2, P10 has larger weight in PC1, i.e., P1-
3, P5, P11–P12 and P10 remarkably influence groove binding
ode; and (3) for two modes, P4, P6 and P8 have larger weights

n PC1, from which we can infer that the topological index is
lso a crucial factor apart from the sum of rings (the atom C > 5)
nd the lone-pair electrons of molecules.

From the above analysis about the interactions between

ntibiotics and DNA, we can say that the compounds should
resent different characteristics in different interactive mode.
or the intercalation mode, the compounds need high sum of
ings (the atom C > 5), Balaban Index and Principal Moment of

ig. 5. Biplot the scores of the first two PCs and the load of the first two PCs
*: intercalation mode, +: groove binding mode, ×: two modes, �: the loading
f descriptions).
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nertia-X values, while for the groove binding mode, the com-
ounds need high Molecular Topological Index and Principal
oment of Inertia-Y values. Suitable values of number of N

tom, number of O atom, double bond, lone-pair electrons, Con-
olly Molecular Area and Electronic Energy are all responsible
or the intercalation and groove binding mode. In fact, these
haracteristics of antibiotic compounds observed and studied
n this work can be useful in future studies of new antibiotic

olecules with effective anticancer, antitumor activity.
Some of the above results are approximately in agreement

ith experimental results. For example, for the intercalation
ode, experimental studies show that the spatial conformation

f molecules should match with DNA [29,30], as a part of a pla-
ar structure in molecules inserted between adjacent base-pairs
f DNA. For the grooving binding mode, there must have been
toms which could form hydrogen bond, such as the atom N
nd O can form hydrogen bond with the atom H of base-pairs
31,32].

.3. MLR and ANN models

.3.1. Prediction with MLR
The binding constant characterizes the binding intensity of

NA and molecules. It is mainly obtained from the experimental
echniques which are complicated and time-consuming. More-
ver, it is more difficult for large number of molecules to obtain
heir binding constants with experimental techniques. In this
ork, based on the selected descriptors and MLR, a model was
ade to predict the binding constant. The detailed procedure

f MLR is as follows: let Mn × p represents the original data, n
s the number of the samples (antibiotics) and p is number of
ariables (descriptors). Kn × 1 represents the binding constant of
ach antibiotic. Supposed that M has linear relationship with K,
can be calculated from the equation:

= (MTM)
−1

MTK (4)

here β is the coefficient matrix, so the binding constant (K̂)
f unknown molecules can be computed from the following
quation:

ˆ = Mβ (5)

Descriptor data of 30 antibiotics were randomly classified
nto two classes, a training set consisting of 22 antibiotics and
test set including 8 antibiotics. For training data set, the loga-

ithms of binding constants were used as dependent variable (Y),
nd the 12 descriptors data (auto-scaled) were used as indepen-
ent variable (X). Supposed that Y and X have linear relationship,
MLR model was established by commutation of Eqs. (4) and

5) This model is expressed as the following equation:

= 6.6066 + 7.2058 × 10−2x1 + 1.7576x2 + 0.96213x3
+0.50888x4 + 0.32419x5 + 2.744x6 + 1.5909x7

+(−4.6799)x8 + (−1.5241)x9 + 6.6235x10

+(−6.6675)x11 + (−0.56329)x12 (6)
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Table 4
Scores of the first three principal components corresponding to the sample

Number of molecules PC1 PC2 PC3 Number of molecules PC1 PC2 PC3

A1 1.3494 −1.6066 −1.4109 A16 −0.24406 −0.084666 0.023554
A2 −0.9476 −0.12085 −0.68561 A17 −0.3715 1.0092 −0.32086
A3 −0.85619 −0.16353 −0.7564 A18 −0.37523 1.0627 −0.2903
A4 −0.23041 0.67298 0.11679 A19 1.7602 0.099075 −0.23726
A5 −0.66027 −0.39202 0.11968 A20 1.4351 −0.60775 −0.84377
A5 −0.74685 0.94927 −0.13832 A21 −0.37974 1.5228 −0.2447
A7 0.77777 −2.9803 1.4371 A22 0.79661 −0.44966 1.1224
A8 0.49225 −2.9366 1.3062 A23 0.037158 0.12508 −0.43544
A9 0.74503 −0.42467 0.044917 A24 −0.27049 0.74916 −0.052928
A10 −0.93978 −0.17799 −0.75182 A25 −1.4333 −0.11631 −0.64021
A11 −0.45402 0.93988 −0.13587 A26 0.44225 0.26902 0.51398
A12 −0.41543 0.32724 −0.26169 A27 0.45376 0.73914 0.12263
A13 −0.46927 0.40034 0.33375 A28 0.59197 0.19865 0.48024
A A
A A
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14 −0.40521 −0.66336 0.24518
15 −0.38215 0.77583 0.31357

nnotate: bold values are the test matrix of predicting mode by ANN. Italic val

here xi (i = 1, 2, . . ., 12) are the element of X, i.e., xi (i = 1,
, . . ., 12) are the 12 selected descriptors.

In order to check the efficiency of the model, the constants
f the test data set (eight antibiotics) were predicted and the
esults were listed in Table 1. Compared with the reported bind-
ng constants of literatures, the predicted maximal relative error
s 11.4% (for A26, DB293), and the minimal relative error is only
.17% (for A29, DB75), indicating that our model is precise.

.3.2. Prediction with ANN
ANN is a multivariate calibration method used mainly for

odeling non-linear data. The neural network behavior is deter-
ined by their topologies. In this work, back-propagation ANN

33,34] was used as topology and the neural network architec-
ure was composed of three layers: the first layer corresponding
o data input, one hidden layer with an appropriate number of
eurons and an output layer. In order to reduce the net structure
nd speed up the running time, the ANN was generated using
he first three PCs scores (Table 4) as input data [35], and the
ogarithm of binding constant as target output. A 3-3-1 ANN
ith a sigmoidal transfer function was developed, and the train-

ng method is “trainlm”. A set of five antibiotics (A26–A30) out
f 30 antibiotics were chosen randomly as a prediction set, and a
etwork was developed using the remaining antibiotics and then
he binding constants of these five antibiotics were predicted
sing the ANN model. The predicted constants of these antibi-
tics are listed in Table 1. Based on the data given in Table 1, a
omparison between the results obtained by the ANN and MLR
ethods indicates the superiority of the ANN over that of the
LR model.
The net used to predict binding mode was constructed with

he similar method of predicting binding constant. The dif-
erences are such that the target output is quantified binding

ode and the training method is “trainbfg”. Five antibiotics

A8–A12) were chosen randomly, their binding modes were
redicted with the ANN model, and the results are shown in
able 1. It is found that all binding modes can be predicted
ccurately.

[

[

29 0.33779 0.80231 0.15379
30 0.36221 0.081602 0.87227

e the test matrix of predicting constant by ANN.

. Conclusions

In this work, the factors that influence the interaction between
NA and antibiotics were investigated. Three models of pre-
icting binding constant and mode were established with MLR
nd ANN. The results show that there are 12 descriptors play-
ng important roles in interaction of DNA and antibiotics, and
he established models are accurate to predict binding constant
nd binding mode of DNA and antibiotics. The investigations in
his work provide a way to understand the interaction of DNA
nd antibiotics without experimental work; moreover, it is easy
nd effective to predict the interaction of batches of unknown
olecules and DNA.
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bstract

We demonstrate herein a novel electrochemical protocol for quantification of human IgG based on the precipitation of copper on gold nanoparticle
ags and a subsequent electrochemical stripping detection of the dissolved copper. The immunoassay was conducted by following the typical
rocedure for sandwich-type immunoreaction. Goat anti-human IgG was immobilized on the wells of microtiter plates. The human IgG analyte
as first captured by the primary antibody and then sandwiched by secondary antibody labeled with gold nanoparticles. The copper enhancer

olution was then added to deposite copper on the gold nanoparticle tags. After dissolved with HNO3, the released copper ions were then quantified

y ASV. The detection limit is 0.5 ng/mL by 3�-rule. In order to investigate the feasibility of the newly developed technique to be applied for clinical
nalysis, several standard human IgG serum specimens were also examined by the method. To our knowledge, the copper enhancing procedure is
he first time to be developed for immunoassay. The new strategy of using copper-enhanced gold nanoparticle tags for electrochemical stripping
etection holds great promise for immunoassay and DNA detection.

2007 Elsevier B.V. All rights reserved.
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. Introduction

Recent years have seen increasing interest in developing
ew, simple, sensitive, and specific immunoassays for the quan-
ification of analytes of clinical and biological importance.
on-radioactive labels for bioassay have been extensively devel-
ped including enzymes [1,2], fluorescent molecules [3,4],
nd metal nanoparticles [5–13]. When metal nanoparticles are
mployed as labels for immunoassay, many analytical meth-
ds are available for their quantification such as absorption
pectrometry [5–7], photothermal deflection spectroscopy [8],
urface plasmon resonance spectroscopy [9], Raman spec-
roscopy [10,11], and electrochemical techniques [12,13]. The
lectrochemical detection holds great promise for immunoassay
wning to its unique advantages such as low sample volume,

xcellent sensitivity and inexpensive instrumentation.

Metal nanoparticles provide three important functions for
lectroanalysis. These include the conductivity properties of

∗ Corresponding authors. Tel.: +86 731 8822577; fax: +86 731 8822577.
E-mail addresses: jianhuijiang@hnu.cn (J. Jiang), rqyu@hnu.cn (R. Yu).
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metry; Immunoassay

anoparticles at nanoscale dimensions that allow the electrical
ontact of redox-centers in proteins with electrode surfaces, the
oughening of the conductive sensing interface and the catalytic
roperties of the nanoparticles permitting their enlargement with
etals. Metal and semiconductor nanoparticles also provide ver-

atile labels for amplified electroanalysis. Dissolution of the
anoparticle labels and the electrochemical collection of the
issolved ions on the electrode followed by the stripping-off
f the deposited metals represents a general electroanalytical
rocedure.

Biomaterial-metallic nanoparticle hybrid systems are exten-
ively used in different bioanalytical applications [14,15].
old nanoparticles, coupled to biomolecules such as antigens

or antibodies) were employed as active units in different
mmunoassay systems. Biosensing of immunoassay was accom-
lished by using gold nanoparticle as electrochemical markers
r as catalytic labels for the enlargement of the nanoparticle
nd the generation of conductive paths across electrodes. For

nhancing the sensitivity of bioassay, silver or gold enhanc-
ng protocols combined with electrochemical quantification
ave been applied [16–18]. Willner also reported a copper
nhancing protocol for detection of 1,4-dihydro-b-nicotinamide
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X. Mao et al. / Tala

denine dinucleotide (NADH) and quantification of ethanol by
he NAD+-dependent alcohol dehydrogenase [19]. The silver
nhancer solutions always have some drawbacks such as light
nd temperature-sensitive. The gold enhancing procedure has
limitation associated with the unavoidable use of poisonous

eagent Br2. The copper enhancing protocol developed in present
tudy could solve these problems. The copper enhancer solu-
ion containing ascorbic acid and copper sulphate is easy to
repare and preserve. The quantification of copper by ASV
s also relatively simple and sensitive. To explore the feasi-
ility of this protocol, the immunoassay was performed by
ollowing the typical procedure for sandwich-type immunore-
ction in microtiter plates. The human IgG is first captured
y the primary antibody passively adsorbed on the walls of
he microwell and consecutively sandwiched by the secondary
ntibody labeled with gold nanoparticles (Au–Ab). The cop-
er enhancer solution was added to deposite copper on the gold
anoparticle tags. After the copper was dissolved by HNO3,
uantification of the released Cu(II) ions would be realized
y ASV.

. Experimental section

.1. Apparatus

Voltammograms were recorded at a CHI660 electrochemi-
al workstation (Shanghai Chenhua Instruments, Shanghai) with
three-electrode system consisting of a carbon paste working

lectrode (CPE) of a diameter of 5 mm, a saturated calomel elec-
rode (SCE) reference electrode and a platinum wire auxiliary
lectrode in a 25 mL beaker.

.2. Materials

Goat anti-human IgG antibody, human IgG antigen and albu-
in bovine serum (BSA) were products of Dingguo Biological
roducts (Beijing). Standard human serum specimens were
btained from Weifang Biological Products (Weifang, Shan-
ong). HAuCl4·4H2O, CuSO4·5H2O, ascorbic acid, HNO3,
itrate sodium, H2O2 and other reagents were all of analytical
eagent grade.

The copper enhancer solution was prepared by 1:1 mixing of
.1 M ascorbic acid and 0.18 M CuSO4·5H2O solution before
se.

The buffers used include 0.05 M NaHCO3–Na2CO3 as coat-
ng buffer of pH 9.6 and 0.01 M sodium phosphate-buffered
aline (PBS) as incubating and washing buffer of pH 7.4. Ultra-
ure water of specific resistance 18 M� was used throughout all
xperiments.

.3. Preparation of carbon paste electrode

Carbon paste was prepared by thoroughly mixing 1 g of paraf-

n with 1 g of spectrally pure graphite powder. The carbon paste
as packed into a polytetrafluoroethylene tube to form the work-

ng electrode with the surface polished on an ultrafine paper.
or repeated use, the surface was renewed by turning the tube

2

c

Fig. 1. TEM image of the gold nanoparticles.

ut to extrude a 1 mm thick outer paste layer with subsequent
olishing.

.4. Preparation of gold nanoparticles and Au–Ab
onjugate

Gold nanoparticles were prepared according to the method
eported in reference [20] with some minor modifications. In

250 mL round-bottom flask, 1 mL of 1% HAuCl4 solution
as mixed with 100 mL of H2O. The yellow solution was then
rought to boil under stirring. Rapid addition of 2.5 mL of
% sodium citrate to the vortex of the solution resulted in a
olor change from blue to burgundy. Boiling was continued for
0 min, followed by continued stirring until the solution reached
oom temperature. TEM micrograph shows the diameter of the
esulted gold nanoparticles was about 13 nm (Fig. 1). Au–Ab
onjugates were prepared according to the method in reference
21] with some modification. The goat anti-human IgG antibody
600 �L of 1 mg/mL) was added to 10 mL of pH-adjusted (0.1 M

2CO3 and HCl were used to adjust pH) colloidal Au suspen-
ion followed by incubation at room temperature for 1 h. Then
mL 10% BSA solution was added under stirring followed by

ncubation at room temperature for 0.5 h. The conjugate was
entrifuged at 18,500 rpm for 20–30 min, and the soft sediment
as washed and resuspended in PBS solution. Addition of NaN3

o a final concentration of 0.05% allows storage of the Au–Ab
onjugate at −20 ◦C for several months. The color of the Au–Ab
olution is similar to that of gold nanoparticle solution. UV–vis
pectra of the gold nanoparticle solution and Au–Ab solution
ere present as Fig. 2.
.5. Immunoassay protocol

The immunoassay was conducted by following a typical pro-
edure of sandwich immunoreaction (Fig. 3). To each microtiter
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Fig. 2. UV–vis spectra of the gold nanoparticle solution and Au–Ab solution.
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performed experiments using 50 ng/mL human IgG as the ana-
lyte. First, we performed the copper enhancing experiments with
several reducing agent such as H2O2, ascorbic acid and hydrox-
ylamine hydrochloride. Finally, ascorbic acid was selected as
Fig. 3. The immunoassay procedure.

ell, 100 �L of 0.5 mg/mL goat anti-human IgG solution in
.05 M NaHCO3–Na2CO3 buffer were added followed by incu-
ation at 4 ◦C overnight. After removing the solution, the well
as rinsed with 0.01 M PBS (pH 7.4) several times followed
y addition of 150 �L of 1% BSA solution to block active sites
f the wells. Then 100 �L of human IgG antigen analyte were
dded and incubated for 1 h at 37 ◦C. Next, 100 �L of Au–Ab
n PBS were added to incubate for another 1 h at 37 ◦C. For the
eposition of copper on gold nanoparticles, 100 �L of copper
nhancer solution were added to incubate at 4 ◦C for 15 min.
fter the well was washed with H2O, 100 �L of concentrated
NO3 were pipetted in to dissolve copper. The HNO3 solu-

ion containing released copper ions was then transferred into
25 mL beaker. After diluted to 5 mL with H2O, the released
u(II) ions were then quantified by ASV.

. Results and discussion

.1. Determination of copper(II) at carbon paste electrode

To quantify the copper deposited on gold nanoparticle tags
y ASV in the final procedure of the immunoassay, the copper

etal must be dissolved to free ionic Cu(II) form by HNO3.
uantification of copper was carried out in diluted HNO3 solu-

ion.
F
I

ig. 4. Anodic stripping voltammograms of copper. In the absence (A) and
resence (B) of 100 ng/mL human IgG. The reacting time of the copper enhancer
olution was 15 min. Scan rate: 100 mV/s.

Several experimental parameters were studied in order to
stablish optimal conditions for quantification of Cu(II). An
lectro-deposition time of 420 s and deposition potential of
0.5 V versus SCE were selected for further studies.
Fig. 4 shows the anodic stripping voltammograms of copper

n the presence and absence of 100 ng/mL human IgG when
he incubation time of Au–Ab was 120 min, the reacting time
f copper enhancer solution was 15 min. When carrying out an
nodic scan from −0.5 to 0.5 V at 100 mV/s, an anodic peak
t about 0.125 V would be observed in the presence of certain
uantity of human IgG.

.2. Optimization of immunoassay conditions

Several experimental parameters were optimized when we
ig. 5. Effect of the reacting time of copper enhancer solution, 50 ng/mL human
gG were used.
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ig. 6. SEM image of microtiter well, which have been conducted with copper
nhancing protocol.

he reducing agent for copper enhancing reaction. No precipi-
ation appear when copper(II) solution and ascorbic acid were

ixed together in the absence of gold nanoparticles. However,
ark precipitation would appear gradually in the presence of gold
anoparticles. The phenomenon indicated the gold nanoparticles
erve as a catalyzer absolutely necessarily in copper enhanc-
ng experiments. Then we studied the influence of the reacting
ime of copper enhancer solution on ipa (Fig. 5). Experiments
howed that when the reacting time is shorter than 5 min, the
esponse would not be evident if lower concentration of human
gG was applied. ipa would increase when the reacting time of
opper enhancer solution was increased from 5 to 20 min. But

he background was also increased gradually. The relatively high
tripping currents and low background currents were observed
hen the experiments were conducted with 15 min reacting time
f the copper enhancer solution. Fig. 6 was the SEM image

ig. 7. Effect of the concentration of goat anti-human IgG. The reacting time
f copper enhancer solution was 15 min, 50 ng/mL human IgG were used.
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ig. 8. Effect of the incubation time of Au–Ab. The incubation time of copper
nhancer solution was 15 min, 50 ng/mL human IgG were used.

f microtiplate well, which had been conducted with copper
nhancing protocol. The SEM image indicated the growth of
opper on gold nanoparticles was evidently. However, the depo-
ition of copper on gold nanoparticles was not very uniform.

Fig. 7 shows the effect of concentration of goat anti-human
gG on ipa. One can see that ipa increases gradually with the
ncreasing concentration in the range of 0.25–0.75 mg/mL. ipa
ould decrease when the concentration of goat anti-human

gG reached 1 mg/mL. A goat anti-human IgG concentration
f 0.5 mg/mL was applied throughout all experiments.

Fig. 8 shows that the effect of incubation time of Au–Ab
olution on ipa. When the incubation time of Au–Ab solution
s in the range of 0.5–2 h, ipa would increase gradually with the
ncreasing incubation time. When the incubation time of Au–Ab
olution is higher than 2 h, ipa tends to stabilize. Two hours of
ncubation time was selected in our experiments.

.3. Calibration curve for determination of human IgG

Fig. 9 shows the anodic peak current of copper is
roportional to the concentration of human IgG in the
ange of 2–250 ng/mL. The linear regression equation was
og ipa = 0.0292 log C + 0.8829, with a correlation coefficient of
.9990. The detection limit as defined by 3�-rule is 0.5 ng/mL.
he RSD of the method is 9.91% for eight times determination
f 50 ng/mL human IgG under the same conditions. In order

o investigate the feasibility of the newly developed technique
o be applied for clinical analysis, several standard human IgG
erum specimens were examined by the method. The compari-

able 1
nalysis results of hIgG for human serum specimens

amples IgG concentration (g/L) IgG concentration by
the method (g/L)

2.24 2.06 ± 0.21
4.47 4.23 ± 0.43

19.41 20.01 ± 1.91
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ig. 9. Calibration curve for the determination of human IgG. The reacting time
f copper enhancer solution was 15 min.

on of results is shown in Table 1. The analytical results show the
easibility of applying the developed method for real samples.

. Conclusion

A new protocol was reported for determination of human
gG based on the copper precipitation on gold nanoparticle tags
nd a subsequent ASV quantification of the dissolved copper.
or depositing copper on the respective biosensing interface,
old nanoparticles labeled with antibody were first captured
hrough the typical sandwich immunoreaction. Taking advan-
age of the catalytic properties of the gold nanoparticles, the
ubsequent treatment with copper enhancer solution would real-
ze the enlargement of gold tags with copper. Compared with
rotocols of silver enhancement and gold enhancement, the cop-

er enhancing procedure have some unique advantages such
s easy to prepare and preserve the copper enhancer solution
nd use of relatively lower poisonous reagents. To our knowl-
dge, the copper enhancing procedure is the first time to be

[

[

3 (2007) 420–424

eveloped for immunoassay. The new copper-enhanced col-
oidal gold stripping detection strategy holds great promise for
mmunoassay and DNA detection.
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bstract

The European Commission has adopted a large number of emergency measures to prevent the spread of the Bovine spongiform encephalopathy
BSE) in the Member States, and among them, a European Regulation prohibits the feeding to ruminants of animal protein and animal feed
ontaining such protein. Aim of this work has been to propose the thermal analysis as a new rapid and sensitive screening tool for a preliminary

etermination of possible contamination in products destined to bovine growth, since the possibility to screen the samples by a rapid and sensitive
ool could reduce the time of analysis required by the actual methodology and could allow the systematic surveillance of bovine feeding, with the
fficial EU methods applied only to positive samples.

2007 Elsevier B.V. All rights reserved.
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. Introduction

Bovine spongiform encephalopathy (BSE) is a transmissible,
eurodegenerative and fatal disease of the family of transmis-
ible spongiform encephalopathies (TSEs) which affects the
rains of cattle. Various hypotheses have been advanced and
any studies are in progress to explain and stop the emer-

ence of the pathogenic agent, such as its spontaneous presence
n cattle whose carcasses are subsequently introduced into
he food chain or its entry into this chain via the intermedi-
ry of sheep carcasses affected by a similar disease, scrapie
1–5].

Diagnosed for the first time in the United Kingdom in 1986,
he “mad cow disease” took on epidemic proportions and finally
osed a genuine public health problem following the discov-
ry of a possible link between BSE and its human variant,
reutzfeldt-Jakob Disease, first diagnosed in 1996. By 1 Decem-
er 2003 a total of 151 confirmed or suspected cases were

egistered in the European Union, mainly among young peo-
le. Most of the cases occurred in the United Kingdom (143),
ome in France (6), Ireland (1) and Italy (1).

∗ Corresponding author.
E-mail address: stefano.materazzi@uniroma1.it (S. Materazzi).
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Since 1997 the European Commission has thus committed
tself to completely overhauling food safety legislation. In partic-
lar, the Directorate-General “Health and Consumer Protection”
as been responsible since September 1997 for measures
esigned to protect public health and to guarantee food safety.

Very soon after the emergence of BSE, British scientists sus-
ected that the consumption by bovine animals of meat and bone
eal was responsible for the spread of the epizootic. Since July

998, the United Kingdom has banned the use of mammalian
roteins in the feeding of ruminant animals. This prohibition
ntered into force in the European Union in June 1994, the date
f adoption of the first Community decision in this connection
6]. The Regulation prohibits the feeding to ruminants of ani-
al protein and animal feed containing such protein. As regards

he feeding of farmed animals with the exception of carnivorous
ur-producing animals, it is forbidden to use processed animal
rotein, gelatin of ruminant origin, blood products, hydrolyzed
rotein, dicalcium and tricalcium phosphate of animal origin. To
nsure the uniformity of scientific analysis and reliable results,
ational and Community reference laboratories have been des-
gnated. The analysis and sampling methods used comply with

he Manual of Standards established by the International Office
f Epizootic Diseases.

The European Commission has adopted a large number of
mergency measures to prevent the spread of this disease in
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quently of lignin, but many other contributions have to be taken
into account, since the fodders for the bovine growth can include
hay, straw, silage, vitamins and proteins added to enrich the diet,
etc.
S. Materazzi et al. / T

he other Member States. Since January 2001 the ban on using
animal meal” in animal feeding has been in force throughout
he territory of the European Union.

In the framework of Community law, all the emergency mea-
ures adopted are now being replaced by basic legislation which
einforces the rules governing the prevention, control and eradi-
ation of all transmissible spongiform encephalopathies (TSEs).
his is the role of Regulations (EC) No 999/2001 and 1326/2001

7,8].
Aim of this work has been to propose the thermal analy-

is (thermogravimetry and its first derivative curve) as a new
apid and sensitive screening tool for a preliminary determina-
ion of possible contamination in products destined to bovine
rowth.

As a consequence, the possibility to screen the samples by
rapid but also sensitive tool could reduce the time of anal-

sis and could allow the systematic surveillance of bovine
eeding, with the official EU methods applied only to positive
amples.

. Experimental

.1. Materials

All the analyzed fodder samples were collected from com-
ercially available products: among them, several certified “for

ovine growth”, while fodder for general pet-use were used as
xamples of contaminated samples since animal products and
y-products are allowed in pet nutrition.

To verify the reproducibility of the results, at least 100 g of
ach product were transferred in a mortar and reduced to the
mallest homogeneous powder. The sample collection was per-
ormed from different lots and each lot was achieved from a
ifferent store.

In addition, laboratory-made mixtures of the analyzed
animal-free” certified fodder samples and bones were realized,
ith the bone addition percent increased from 10 to 30% (w/w).

.2. Thermal analysis

The thermogravimetric curves were obtained using a Perkin
lmer TGA7 thermobalance (range 20–1000 ◦C); the atmo-
phere was air, at a flow rate of 100 ml min−1, to evaluate the
ehavior in oxidizing conditions; the heating rate was varied
etween 5 and 40 ◦C min−1, with the best resolution achieved
t a scanning rate of 10 ◦C min−1.

. Results and discussion

The official methods to determine the presence of animal
ontamination in bovine feeding are stated by European Regu-
ations. Two different data have to be compared: (i) the evidence
y microscopy of typical characteristics (presence of muscular

bers, bone fragments, blood, etc.); (ii) the microscopy analysis
f precipitates obtained by solvent extraction and specific reac-
ions. The time required, the accuracy and the reproducibility
re the main problems of this methodology.

F
“
a

ig. 1. TG and DTG profiles of a commercially available, “animal-free” certified
odder samples. Scanning rate: 10 ◦C min−1; air flow at 100 ml min−1 rate.

To propose the thermal analysis as a new preliminary screen-
ng tool, several commercially available, “animal-protein-free”
ertified fodder samples specific for the bovine growth and nutri-
ion were investigated by thermogravimetry without any kind of
retreatment.

The typical TG and DTG curves are shown in Fig. 1. Four
ain processes can be noted: the first of them is due to the

elease of water, while the second one, very sharp and char-
cterized by a symmetric DTG peak, can be assigned to the
ellular matrix disruption of the vegetal components. The third
nd fourth peaks, related to the loss of more stable components,
omplete the decomposition profile. Because of the presence of
any possible combinations of different vegetal components,

t not simple to assign the decomposition process to specific
ubstances: it is obvious the presence of cellulose and conse-
ig. 2. TG and DTG profiles of several different, commercially available,
animal-free” certified fodder samples. Scanning rate: 10 ◦C min−1; air flow
t 100 ml min−1 rate.
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ig. 3. TG and DTG profiles of a commercially available pet fodder sample.
canning rate: 10 ◦C min−1; air flow at 100 ml min−1 rate.

In Fig. 2 it can be noted that, while the percent mass loss can
ot be assumed as a discriminant parameter, the DTG profile
f the second releasing process for all the certified samples is
lways characterized by one, very sharp, symmetric peak.

Instead of only one DTG peak, the thermal profiles (TG
nd DTG) of a pet fodder, reported in Fig. 3, show the above
entioned second DTG peak overlapped by many other dif-

erent processes in the same temperature range (200–400 ◦C).
he overlapping is confirmed in all the DTG curves of the
nalyzed pet-fodders (Fig. 4), due to the loss of other added com-
ounds like milk and milk-derivative, eggs, animal by-product,
sh by-products, etc. that are allowed in pet foods. Again, the

xperimental evidence shows that it is not the percent weight
oss, but the DTG profile the driving parameter to determine the
ontamination. Unfortunately, the exact composition is never
eported on the labels of the fodder package, so it is very hard to

ig. 4. TG and DTG profiles of several different commercially available pet
odder sample. Scanning rate: 10 ◦C min−1; air flow at 100 ml min−1 rate.

Fig. 5. TG and DTG profiles of a laboratory-made mixture (a) obtained by
mixing the analyzed “animal-free” certified fodder sample (b) and powdered
b
fl
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ones (c) (bone addition percent is 30% (w/w)). Scanning rate: 10 ◦C min−1 Air
ow at 100 ml min−1 rate.

ertify the presence of specific additives. However, the compo-
ition is not really relevant for the applications of this proposed
nstrumental method, because the European rules prohibit any
ind of addition.

To confirm the assumption that the DTG profile can be modi-
ed by the presence of non-vegetal components contamination,

aboratory-made mixtures of the analyzed “animal-free” cer-
ified fodder samples and bones were realized, with the bone
ddition percent increased from 10 to 30% (w/w). The addi-
ion percent range was suggested by the authority that is the
urveillance public reference.

Fig. 5 shows the thermogravimetric profile of the mixture
btained by the addition of 30% powdered bone. Looking at the
TG curve, it can be clearly seen the overlapping of the two
ecomposition processes in the 200–400 ◦C temperature range,
ith a different shape with respect to the DTG curves of each

ingle starting component.
The possible explanation to the experimental evidence is that,

ince the vegetal cellular matrix is characterized by a minor com-
artmentalization, under these thermoanalytical conditions the
reak down of the cells happens in one major step. On the other
and, when present, any other animal components decompose

n multiple overlapped steps.

To verify the detection limit of this approach, several different
/w ratios were realized among the laboratory-made mixtures.
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[8] REGULATION (EC) No 1326/2001 of 29 June 2001 laying down transi-
S. Materazzi et al. / T

he results showed that, when the contamination is around 10%
w/w) or below, the reproducibility is low and the DTG profile
s sometime not significantly modified.

However, the evidence of a contamination always appeared
n all the five analysis of the same sample, and even the
ess influenced DTG curve always showed a small over-
apped process that changed the DTG shape that is typical
f non-contaminated samples, suggesting a deeper investiga-
ion.

These results allow to propose the thermogravimetry as a
seful tool of cattle fodder preliminary screening, with the DTG
eak shape in the temperature range 200–400 ◦C acting as the
iscriminant factor.

The main advantages are the absence of sample pre-
reatment, the short time required for the analysis, the low cost

f each characterization.

Moreover, the operating procedure is easy enough to allow the
pplication as a routine analysis performed by non-specialized
perators.
73 (2007) 594–597 597
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bstract

A reversed-phase high-performance liquid chromatographic (RP-HPLC) method for determination and evaluation of purity of modafinil in bulk
rugs using Kromasil C18 column with acetonitrile: 0.02 M ammonium acetate as a mobile phase in gradient elution mode at 30 ◦C and detection
t 225 nm using photodiode array detector has been developed. The effects of pH, temperature and the percent of organic modifier on resolution
ere studied. Related substances, viz, sulphide, sulphoxide, sulphones of the modafinil, acid and ester derivatives, were separated and quantified.

he method was found to be simple, rapid, selective and capable of detecting all process related impurities at trace levels in the finished products
f modafinil with detection limits of 0.6–2.4 × 10−8 g. The method was validated with respect to accuracy, precision, linearity, ruggedness, and
imits of detection and quantification. It was found to be suitable not only for monitoring the reactions during the process development but also
uality assurance of modafinil.

2007 Published by Elsevier B.V.
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. Introduction

Narcolepsy is a disabling, neurological sleeping disorder
haracterized by chronic steepness and marked disorganiza-
ion of sleep/awake behavior. A person with narcolepsy nods
ff while talking, driving, eating and working. It is particularly
istressing and potentially dangerous disorder that impairs the
uality of life. Patients with obstructive sleep apnea/hypopnea
yndrome (OSA/HS), narcolepsy and shift work sleep disor-
er (SWSD) suffer from excessive sleepness. Armodafinil, the
-enantiomer of modafinil, [2-(1,1-diphenyl methyl sulfinyl)
cetamide] is a unique psycho-stimulant �1- adrenoreceptor
gonist that has been recently approved by the food and drug

dministration (FDA), USA for treatment of narcolepsy. It has
hown to be quite effective in improving the wakefulness in
uch patients. It is currently used to treat patients with daytime

� IICT communication no.: 070123.
∗ Corresponding author. Tel.: +91 40 27193193; fax: +91 40 27173387.
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-phase HPLC

leepness associated with narcolepsy. It may also find useful-
ess in treatment of attention deficit hyperactivity disorders.
rmodafinil at present is undergoing a regulatory review at the
DA for use in improving wakefulness in patients with excessive
leepness associated with narcolepsy, shift work sleep disorder
nd obstructive sleep apnea/hypopnea syndrome [1–4].

A thorough literature search has revealed that only a few
nalytical methods are available for determination of modafinil
n bulk drugs and pharmaceuticals. Its pharmacokinetic profiles
n healthy subjects [5,6] had been well characterized. Detec-
ion of modafinil and its major metabolites in equine urine, in
uman plasma, had been reported [7–10]. Tseng et al. [11] had
nalysed modafinil by gas chromatography-mass spectrometry.
ass et al. [12], had developed a method for enantioselective
ssay for (±)-modafinil in human plasma using amylose tris
(S)-1-phenylethylcarbamate] chiral stationary phase and elu-
ion with acetonitrile: water (25:75 v/v) as a mobile phase.
ecue [13] had evaluated the chemical structure of by-products

uring the synthesis of modafinil by liquid chromatography-
ass spectrometry. Drouin and Broquaire [14] had optimized

he mobile phase composition for liquid chromatographic sepa-
ation of optical isomers of modafinil on a chiral-AGP column.
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Table 1
Gradient program

Time (min) Solvent A (%) Solvent B (%)

0.01 70 30
8 40 60

13 20 80
20 10 90
2
3
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owever, none of these methods address to the problem of sepa-
ation and determination of all process related impurities, which
re most likely to be present in the finished products of modafinil.
urther, to best of our knowledge, modafinil is not yet official

n any of the pharmacopoeia and no method for determination
f its impurities has been reported either in bulk drugs or phar-
aceuticals. According to ICH-guidelines [15,16], the limits of

elated substances and impurities in active ingredient should be
0.1%. For finished products, the impurities in daily drug dose
2 g/day should be with reporting threshold ≤0.05%, identifica-

ion threshold ≤0.10%, and qualification threshold ≤0.15%. For
aily drug dose ≥2 g/day these should be 0.03, 0.05 and 0.05%,
espectively. Thus, there is a great need for analytical methods,
hich will be helpful to monitor the levels of impurities in the fin-

shed products of modafinil during process development. In the
resent study, separation and determination of sulfide, sulfoxide
nd sulfone of modafinil, its acid and ester was examined by
eversed-phase high-performance liquid chromatography (RP-
PLC) using a C18 column connected to photo diode array

PDA) detector at 30 ◦C temperature.

. Experimental

.1. Materials and reagents

All reagents were of analytical-grade unless stated other-
ise. Glass-distilled and de-ionized water (Nanopure, Barnsted,
SA), HPLC-gradient grade acetonitrile (Qualigens Fine-chem.
umbai, India) and ammonium acetate (S.D. Fine-chem. Mum-

ai, India) were used. Process intermediates, viz, sulfide,
ulfoxide, sulfone of modafinil, its acid and ethyl ester were syn-
hesized in our laboratory following known procedures [17,18].

.2. Apparatus

The HPLC system consisting of two LC-20AT pumps, an
PD-M20A diode array detector, a SIL-20AC auto sampler,
DGU-20A3 degasser and CBM-20A communications bus
odule (all from Shimadzu, Kyoto, Japan) was used. A reversed-

hase Kromasil C18 (Hichrome) column (25 cm × 4.6 mm
.d.; particle size 5 �m) was used for separation. The chro-

atographic and the integrated data were recorded using
P-Vectra (Hewlett Packard, Waldron, Germany) computer sys-

em using LC-Solution data acquiring software (Shimadzu,
yoto, Japan).

.3. Chromatographic conditions

The mobile phase was 0.02 M ammonium acetate-
cetonitrile. The analysis was carried out in a gradient elution
ode with 30% acetonitrile at 0 min gradually increased to 60%

t 8 min, then increased to 80% at 13 min, from 13 min to 20 min

0% using a flow rate of 1.0 ml/min. at 30 ◦C. Before deliver-
ng into the system the solvent was filtered through 0.45 �m,
TFE filter and degassed under vacuum. The chromatograms
ere recorded at 225 nm.

a
f
b
e

2 70 30
0 70 30

= 0.02 M ammonium acetate, B = acetonitrile.

.4. Analytical procedure

Solutions of sulfide, sulfoxide, sulfone of modafinil, its acid
nd ethyl ester were prepared by dissolving known amounts
f the components in the mobile phase. These solutions were
dequately diluted to study the accuracy, precision, linearity and
imits of detection and quantification (Table 1).

.5. System suitability

The system suitability was conducted by using 0.1% of all
rocess intermediates spiked to the modafinil and evaluated by
aking five replicate injections. The system was deemed to be

uitable for use as the tailing factor for modafinil was ≤1.2; the
esolution was greater than 3.9 or higher. Synthetic mixtures
nd process samples were analyzed under identical conditions.
he quantities of intermediates and assay of modafinil were
etermined from their respective peak areas (Table 2).

. Results and discussion

.1. Synthesis of modafinil and its related substances

Fig. 1 describes the chemical reactions involved in syn-
hesis of modafinil and its related substances. Modafinil acid
ulfoxide (I), modafinil acid sulfide (III), modafinil (sulfoxide)
IV), modafinil sulfide (VI), modafinil ester sulfoxide (VII) and
odafinil ester sulfide (IX) were synthesized according to the

rocedure reported by Prisinzano et al. [17]. Initially a mix-
ure of benzhydrol (X) and thioglycolic acid in trifluoroacetic
cid (TFA) was stirred at room temperature for 3 h to prepare
odafinil acid sulfide (III) as shown in Fig. 1. Substances I, II,
I and IX were synthesized from modafinil acid sulfide (III)

ollowing the reactions as shown in Fig. 1. Substances I, IV
nd VII were synthesized by oxidation of III, VI and IX by
2O2 in acetic acid at 40 ◦C, respectively. A solution of thionyl

hloride (SOCl2) in benzene was added dropwise to III in ben-
ene and the resulting mixture was refluxed for 1.5 h at 80 ◦C.
he solvent was removed under reduced pressure to afford a
rude orange oil. It was dissolved in dichloromethane (DCM)
nd added cautiously to a vigorously stirred solution of NH4OH
o form IV. Substance IX was synthesized by refluxing overnight

mixture of substance III in ethanol in presence of H2SO4. Sul-

ones of acid (II), amide (V) and ester (VIII) were synthesized
y the over-oxidation of (±)-acid (I), amide (IV) and (±)-
ster (VII) respectively at −40 ◦C with meta-chloroperbenzoic
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Table 2
System suitability data

No. of determination tR (min) Average

Sample 1 2 3 4 5 tR (±S.D.) a(min) RRT Rs As N

I 4.29 4.30 4.32 4.28 4.38 4.31 ± 0.037 0.50 – 1.08 36428
II 6.32 6.36 6.33 6.40 6.34 6.35 ± 0.031 0.74 8.62 1.03 47419
III 7.89 7.85 7.82 7.80 7.90 7.85 ± 0.044 0.91 6.02 1.14 20449
IV 8.57 8.62 8.71 8.67 8.63 8.64 ± 0.048 1.00 3.95 1.20 22315
V 11.30 11.29 11.31 11.26 11.21 11.27 ± 0.041 1.30 12.23 1.05 32427
VI 12.91 12.90 12.88 12.89 12.91 12.90 ± 0.018 1.49 7.67 1.09 37714
VII 14.61 14.43 14.48 14.50 14.52 14.50 ± 0.066 1.68 6.96 1.21 52289
VIII 16.29 16.36 16.31 16.33 16.36 16.34 ± 0.036 1.89 9.58 1.30 55409
IX 19.65 19.76 19.80 19.76 19.70 19.74 ± 0.055 2.28 16.91 1.18 66135

t r; S.D
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R: retention time; RRT: relative retention time; Rs: resolution; As: tailing facto
late number.

cid (ClC6H4CO3H) in dry DCM [12]. These sulfones were
lso obtained as by-products during the synthesis of sulfoxide
18]. All these substances were characterized by 1H NMR and

ass spectrometry. Modafinil acid sulfide (III) (yield: 99%), 1H
MR (DMSO-d6): δ 7.1–7.6 (m, 10H), 5.3 (s, 1H), 3.0 (s, 2H),
+ = 259 Da, melting point 125 ◦C [19,20]. Modafinil acid sul-

oxide (I) (yield: 85%), 1H NMR (DMSO-d6): δ 13.2 (bs, 1H),
.2–7.5 (m, 10H), 5.4 (s, 1H), 3.6 (d, J = 14.3 Hz, 1H), 3.3 (d,
= 14.2Hz, 1H), M+ = 275 Da, melting point 149 ◦C. Modafinil
cid sulfone (II) (yield: 85%): 1H NMR (CDCl3): δ 7.5–7.8 (m,
0H), 5.7 (s, 1H), 3.8 (s, 2H), M+ = 291 Da. Modafinil (sulfide)
VI) (yield: 95%), 1H NMR (CDCl3): δ 7.2–7.4 (m, 10H), 6.5
bs, 1H), 5.5 (bs, 1H), 5.2 (s, 1H), 3.0 (s, 2H), M+ = 238 Da,
elting point 109 ◦C (literature value 110 ◦C). Modafinil (sul-

oxide) (IV) (yield: 65%), 1H NMR (DMSO-d6): δ 7.3–7.6 (m,
0H), 6.1 (s, 1H), 5.3 (s, 1H), 3.7 (s, 1H), 3.2 (d, J = 13.6 Hz,
H), 3.1 (d, J = 13.6 Hz, 1H), M+ = 274 Da, melting point 164 ◦C
21]. Modafinil sulfone (V) (yield: 85%), 1H NMR (DMSO-d6):
7.75–7.4 (m, 10H), 6.0 (s, 1H), 3.74 (s, 2H), M+ = 290 Da.
odafinil ester sulfide (IX) (yield: 98%), 1H NMR (CDCl3): δ

.2–7.5 (m, 10H), 5.4 (s, 1H), 4.2 (q, J = 7.1 Hz, 2H), 3.1 (m,
H), 1.2 (t, J = 7.1 Hz, 3H), M+ = 287 Da. Modafinil ester sulfox-
de (VII) (yield: 85%), 1H NMR (DMSO): δ 7.2–7.5 (m, 10H),
.4 (s, 1H), 3.6 (d, J = 14.3 Hz, 1H), 3.3 (d, J = 14.2 Hz, 1H),
.2 (q, J = 7.1 Hz, 2H), 1.3 (t, J = 7.1 Hz, 3H). Modafinil ester
ulfone (VIII) (yield: 83%), 1H NMR (DMSO-d6): δ 7.70–7.33
m, 10H), 5.80 (s, 1H), 3.73 (s, 2H), 4.3 (q, J = 14.2 Hz, 2H), 1.4
t, J = 14.2 Hz, 3H), M+ = 319 Da.

.2. Optimization of chromatographic conditions

Chemical structures of sulfide, sulfoxide, sulfone of
odafinil (VI, IV, V), its acid (III, I, II) and ethyl ester (IX, VII,
III) respectively are shown in Fig. 1. It could be seen from
ig. 1 that there are eight compounds and intermediates that
ould be present as potential impurities in the finished products
f modafinil. The present study is aimed at developing a chro-

atographic system capable of eluting and resolving modafinil

nd its related substances originated from the synthesis. All the
mpurities and derivatives of modafinil such as sulfide, sulfox-
de, sulfone of modafinil, its acid and ethyl ester were subjected

t
2
s
i

.: relative standard deviation; a: average of five determinations; N: theoretical

o separation by reverse-phase HPLC on a Kromasil C18 col-
mn with 0.02 M ammonium acetate: acetonitrile with gradient
lution (Table 1) at 30 ◦C. The compounds were analyzed on
everal linear gradient programs, but failed to get the good res-
lution as the compounds III (sulfide of acid) and IV (sulfoxide
f amide) have shown close resolution. In linear gradient start-
ng from 25% ACN to 90% at 15 min compounds III and IV are

erged in each other. When extended the gradient program lin-
ar from 25 to 90% at 30 min, both the compounds were shown
he resolution of 0.67 and also analysis time increased to more
han 45 min. Several isocratic systems have been tested for sep-
ration and resolution of the compounds. But due to the high
ifference in polarity of the sulfide, sulfoxide, sulfone com-
ounds, the efforts did not yield satisfactory results. Isocratic
ystems with methanol: water; methanol: buffers (of different
H adjustment); acetonitrile: water; acetonitrile: buffers also
ad been studied. As sulfide compounds (III, VI, IX) are less
olar as compared to sulfoxides (I, IV, VII) and sulfones (II,
, VIII) at isocratic conditions with ACN: (0.02 M) ammo-
ium acetate, 50:50 (v/v) compounds I, II, III, IV, V eluted
ithin 15 min where as compounds VI, VII, VIII, IX had reten-

ion time more than 70 min. The developed method has shown
est resolution >3.9 for all compounds within 20 min. A typical
hromatogram of modafinil along with all related substances in
early equal concentration is shown in Fig. 2. The chromatogram
f modafinil spiked with 0.1% of each related substances is
hown in Fig. 3. As the polarity was different, all compounds
hown different behavior of retention. Elution order of all nine
ompounds in specified condition was acid > amide > ester and
lso sulfoxide > sulfone > sulfide. It was found that the starting
aterial benzhydrol (X) eluted along with ester sulfoxide (VII)

nd difficult to resolve (Fig. 4). However, it could be detected
y comparing UV/MS spectra of both the compounds. As both
enzhydrol and sulfoxide ester have different UV/MS spectra,
enzhydrol could be easily identified (for compound X, absorp-
ion wavelengths are 210, 254 nm, M+ = 185 Da, fragmentation;
67, 142, 116, 77, 43 Da, similarly for compound VII, absorp-

ion wavelengths are 210, 225 nm, M+ = 303 Da, fragmentation;
56, 167, 152 Da). Modafinil and its related substances were
ubjected to UV-absorption analysis and the spectra recorded
n the range of 190–400 nm are shown in Fig. 5. It could be
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ig. 1. Chemical reactions involved in synthesis of modafinil and its related su
ulfide ; IV: modafinil (sulfoxide); V: modafinil sulfone; VI: modafinil sulfide
ulfide ; X: benzhydrol.

een that modafinil has shown highest absorption at 225 nm. All
he related substances have shown absorption in the range of
10–235 nm. The effects of temperature and pH on the retention
ehavior of all the compounds were studied.

.3. Effect of temperature
Temperature did not show any change in the elution order
ut did a small effect on retention time, resolution and on tailing
actor (Figs. 6 and 7). Its effect at seven different temperatures,

3

o

ces. I: modafinil acid sulfoxide; II: modafinil acid sulfone; III: modafinil acid
: modafinil ester sulfoxide; VIII: modafinil ester sulfone; IX: modafinil ester

.e., 15, 20, 25, 30, 35, 40, 45 ◦C was studied. Temperature effect
ad shown least resolution of 3.69 for modafinil (IV) at 15 ◦C
nd highest resolution of 4.0 at 30 ◦C. So, 30 ◦C temperature
as selected for analysis as all compounds have shown good

esolution and tailing factors in acceptable range.
.4. Effect of pH

Studies were carried out on the effect of buffer pH on res-
lution and retention. The pH had no effect on retention of
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Fig. 2. Typical chromatogram of a synthetic mixture of modafinil (IV) and its
related compounds. For identification of peaks please see text.
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Fig. 5. UV-absorption spectra of modafinil (IV) and its related substances.

6
o

3

ig. 3. Typical chromatogram of modafinil (IV) spiked with 0.1% of related
ubstances.

ompounds IV, V, VI, VII, VIII and IX. While compounds I,
I and III showed increased retention as the pH of the buffer
ecreased from 6.5 to 3.0 and at pH 5.0. substance IV eluted
rst when compared III. At pH 4.5 compound III was eluted
t 11.58 min after compounds I, II, IV, and V. At pH 4 com-
ound III showed the resolution less than 1.2 and retention
t 13.15 min. At pH 3.5, compounds II and IV were merged
ith each other where as compounds VII and III showed res-

lution less than 1.0. With decrease in pH, tailing was also
ncreased and capacity factor decreased (Table 3; Fig. 8) for
ll the compounds. It could be seen from the Fig. 2 that at pH d

Fig. 4. On-line UV-differentiation of benzh
Fig. 6. Effect of temperature on peak tailing.

.5, all the peaks with symmetrical and good resolution were
btained.

.5. Assay
The assay of modafinil was estimated using a working stan-
ard and the method was validated by the following parameters.

ydrol (X) and ester sulfoxide (VII).



412 R. Nageswara Rao et al. / Talanta 73 (2007) 407–414

Fig. 7. Effect of temperature on retention.

Table 3
Effect of pH on tailing of peaks

Tailing factor (As)

pH I II III IV V VI VII VIII IX

6.5 1.08 1.05 1.14 1.20 1.05 1.11 1.21 1.29 1.20
6.0 1.21 1.25 1.30 1.33 1.28 1.25 1.29 1.37 1.34
5.5 1.42 1.34 1.42 1.50 1.24 1.33 1.45 1.42 1.37
5.0 1.47 1.37 1.47 1.53 1.33 1.40 1.49 1.51 1.46
4.5 1.51 1.46 1.41 1.54 1.46 1.49 1.54 1.53 1.60
4.0 1.74 1.53 1.55 1.61 1.63 1.54 1.57 1.64 1.71
3.5 1.55 1.59 1.57 1.83 2.12 1.95 1.71 1.71 1.98

Fig. 8. Effect of pH on capacity factors of modafinil (IV) and its related sub-
stances.

Table 4
Specificity data

S. no. Assay (%)

Unspiked sample Sample spiked with impurities

1 100.01 99.88
2 99.84 99.95
3 99.88 99.92

Mean 99.91 99.91
S
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Table 5
Recovery data

Nominal 0.1% of impurity spiked to modafinil

25 50 75

Amount added (�g/ml)
1.25 2.50 3.75

% Recovery (±R.S.D %)
(a) I 98.70 ± 0.55 98.97 ± 1.30 98.71 ± 1.9
(b) II 98.80 ± 1.20 98.63 ± 1.57 97.95 ± 3.1
(c) III 98.20 ± 1.80 97.98 ± 2.05 99.10 ± 0.6
(d) V 98.97 ± 1.30 99.41 ± 2.10 98.85 ± 2.0
(e) VI 98.89 ± 2.70 98.78 ± 3.05 99.11 ± 1.8
(f) VII 97.85 ± 3.10 98.95 ± 2.95 97.77 ± 3.1
(g) VIII 99.31 ± 3.00 99.12 ± 1.73 99.05 ± 1.7
(h) IX 98.75 ± 2.60 99.07 ± 2.03 98.85 ± 1.2
.D. 0.06 0.14
.S.D. (%) 0.05 0.14

.5.1. Specificity
Specificity is the ability of the method to measure the analyte

esponse in presence of all potential impurities. The results are
ecorded in Table 4. PDA was used to evaluate the homogene-
ty of the peaks in the chromatogram. Chromatographic peak
urity was determined using wavelength comparison at 210, 225,
33 and 254 nm. The plot with flattop showed that modafinil
xhibited a homogeneous peak with no detectable impurities
mbedded in it.

.5.2. Accuracy
The recoveries of I, II, III, V, VI, VII, VIII and IX were

etermined by spiking impurity at six different levels ranging
rom 25 to 150% with respect to the concentration of modafinil
IV) at a specified level. The recovery range and R.S.D. for
ll impurities were found to be 97.77–99.61% and 0.55–3.71,
espectively (Table 5). Similarly the accuracy in determination
f the assay of modafinil was checked at six concentration levels,
.e., 125, 250, 375, 500, 625, 750 �g/ml each in triplicate for 3
ays and the percentage recoveries are recorded in Table 6. The
.S.D. values were found to be <0.6%.

.5.3. Precision
The precision of the method was tested by six (n = 6) injec-
ions of modafinil spiked with 0.1% (w/w) of each intermediate
nd the R.S.D. of retention time (tR), peak area were determined.
he R.S.D. ranges from 0.14 to 0.85% for retention time and
.59–2.80% for peak area (Table 7). The precision in determina-

100 125 150

5.0 6.25 7.5

0 98.95 ± 2.13 97.89 ± 2.06 98.75 ± 1.91
0 98.27 ± 3.71 98.99 ± 1.76 97.98 ± 2.01
7 98.39 ± 0.91 97.92 ± 2.22 99.01 ± 2.02
0 98.75 ± 2.13 98.46 ± 3.05 98.40 ± 1.85
9 97.97 ± 1.89 99.61 ± 2.27 98.26 ± 1.32
5 98.35 ± 2.05 98.81 ± 1.98 98.46 ± 2.81
7 98.43 ± 1.98 98.21 ± 2.30 97.85 ± 2.04
3 98.56 ± 2.03 98.54 ± 3.10 98.12 ± 2.18
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Table 6
Accuracy data for modafinil

S. no. Concentration of modafinil (mg/ml)

Taken Found (n = 3) % Recovery R.S.D. (%)

1 0.125 0.1248 99.84 0.12
2 0.250 0.2479 99.16 0.40
3 0.370 0.3703 100.08 0.56
4 0.500 0.4970 99.40 0.20
5 0.625 0.6248 99.97 0.03
6 0.750 0.7489 99.85 0.13

n = 3: average of three determinations; R.S.D.: relative standard deviation.

Table 7
Precision data

Compound Retention time (tR) Peak area

Averagea R.S.D. (%) Averagea R.S.D. (%)

I 4.31 0.85 106682 1.76
II 6.35 0.49 99677 1.47
III 7.75 0.56 106838 2.80
IV 8.60 0.56 25637001 1.16
V 11.10 0.36 82014 0.93
VI 12.83 0.14 76254 0.59
VII 14.35 0.45 74052 1.33
VIII 16.28 0.22 75245 1.83
I
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I
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Table 9
Linearity data

Compound Range (�g/ml) Regression equation r2

I 0.250–2.00 Y = 52804x + 553.75 0.9994
II 0.250–2.00 Y = 50728x + 628.71 0.9984
III 0.250–2.00 Y = 53674x + 642.93 0.9996
IV 125–1000 Y = 25287x + 74593 0.9996
V 0.250–2.00 Y = 41086x − 226.39 0.9999
VI 0.250–2.00 Y = 38874x − 248.43 0.9963
VII 0.250–2.00 Y = 36520x − 226.39 0.9997
V
I

u
T
d
v
e
o
a
c
f
d
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w
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X 19.59 0.28 69754 1.61

a Average of six determinations.

ion of assay was studied by repeatability, intermediate precision
nd reproducibility (ruggedness). Repeatability is the intra-day
ariation in assay obtained at different concentration levels of
rmodifinil and expressed in terms of R.S.D. calculated each
ay. The R.S.D. values were found to be <0.9%, indicating a
ood repeatability (Table 8). The intermediate precision is the
nter-day variation at the same concentration level determined

n successive days. Inter-day variations calculated for each con-
entration level from the data of 3 days are expressed in terms
f R.S.D. values. At each concentration level, the R.S.D. val-

able 8
ntra and inter-day assay variation of modafinil

ntra-day
Day 0

Mean of concentration (mg/ml; n = 3) 1.250 2.51 3.748
S.D. 0.0025 0.02 0.0035
R.S.D. (%) 0.20 0.80 0.09

Day 1
Mean of concentration (mg/ml; n = 3) 1.2493 2.512 3.751
S.D. 0.0015 0.0189 0.001
R.S.D. (%) 0.12 0.75 0.03

Day 2
Mean of concentration (mg/ml; n = 3) 1.2517 2.5133 3.751
S.D. 0.0015 0.0091 0.0036
R.S.D. (%) 0.12 0.36 0.10

nter-day
Mean of concentration (mg/ml; n = 3) 1.25 2.51 3.75
S.D. 0.0016 0.0225 0.0173
R.S.D. (%) 0.09 0.89 0.46

3

t
r
i
s
p
L

III 0.250–2.00 Y = 36796x + 422.61 0.9973
X 0.250–2.00 Y = 34735x − 391.11 0.9984

es were below 1% indicating a good intermediate precision.
he ruggedness of the method is defined as the degree of repro-
ucibility obtained by the analysis of the same sample under a
ariety of conditions at different labs, different analysts, differ-
nt instruments, and different lots of reagents. The same samples
f three concentrations were analyzed in triplicate on 2 days by
nother instrument (LC-10AVP Module HPLC gradient system
ontaining two pumps and SPD-10AVP PDA detector) by a dif-
erent analyst with different lots of reagents and columns. The
ata obtained were within 2% R.S.D.

.5.4. Linearity
The linearity of detector response to different concentra-

ions of impurities were studied by analyzing modafinil spiked
ith each impurity at eight levels ranging from 25 to 200%

0.25–2.0 �g/ml) (Table 9). Similarly, linearity of modafinil was
lso studied by preparing standard solutions at eight different
evels ranging from 125–1000 �g/ml. The data were subjected
o the statistical analysis using a linear-regression model, the
tandard deviation of slope and intercept are calculated. The
esults have indicated good linearity (Fig. 9).

.5.5. Limits of detection and quantitation
Limits of detection (LOD) and quantitation (LOQ) represent

he concentration of the analyte that would yield signal-to-noise
atio of 3 for LOD and 10 for LOQ were determined by measur-

ng the magnitude of analytical background by injecting blank
amples and calculating the signal-to-noise ratio for each com-
ound by injecting a series of solutions until the S/N ratio 3 for
OD and 10 for LOQ. The results are recorded in Table 10.

Fig. 9. Linearity graph of modafinil.
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Table 10
Limits of detection and quantification

S. no. Compound LOD (×10−8 g) LOQ (×10−8 g)

1 I 0.70 2.16
2 II 1.50 4.60
3 III 0.60 2.02
4 IV 0.65 2.05
5 V 1.60 5.02
6 VI 2.00 6.15
7
8
9
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[
[

[

[
[
[

[

[

[

[19] E. Carceller, M. Merlos, M. Giral, C. Almansa, J. Batroli, J. Garcia-
VII 2.10 6.11
VIII 2.40 6.92
IX 1.78 5.85

. Conclusions

A gradient elution RP-LC method has been developed and
alidated for evaluation of purity and determination of modafinil
n bulk drug. The developed method has been found to be selec-
ive, sensitive, precise. The method is applicable for detecting
ntermediates and other process-related impurities, which may
e present at trace level in bulk drug as well as finished products.

cknowledgements

The authors thanks to Dr. J.S. Yadav, Director, Indian Institute
f Chemical Technology and Dr. M. Vairamani, Head, Analyti-
al Chemstry Division, Indian Institute of Chemical Technology

or encouragement and permission to communicate the results
or publication. Mr. Dhananjay D. Shinde thanks Council of
cientific and Industrial Research (CSIR), New Delhi, India for
rant of a junior research fellowship.

[

[

nta 73 (2007) 407–414

eferences

[1] B. Boyd, J. Castaner, Drugs Fut. 31 (2006) 17–21.
[2] T. Roth, C.A. Czeisler, J.K. Walsh, K.A. Wesnes, M. Williams, G.E.

Niebler, S. Arora, Neuropsychopharmacology 30 (2005) S140.
[3] Robertson, Philmore Jr., Hellriegel, T. Edward, Clin. Pharmacokinet. 42

(2003) 123–137.
[4] J. Castaner, Drugs Fut. 15 (1990) 130–132.
[5] S.H. Gorman, J. Chromatogr. B 767 (2002) 269–276.
[6] H.A. Schwertner, S.B. Kong, J. Pharm. Biomed. Anal. 37 (2005) 475–479.
[7] A.R. Makinney, C.J. Suann, A.M. Stenhouse, Rapid Commun. Mass Spec-

trom. 19 (2005) 1217–1220.
[8] P. Bernat, F. Robles, Bernord Do, J. Chromatogr. B 706 (1998) 295–304.
[9] G. Moachon, D. Matinier, J. Chromatogr. B 654 (1994) 91–96.
10] S.H. Gorman, J. Chromatogr. B 730 (1999) 1–7.
11] Y. Tseng, V. Uralets, C.-T. Lin, F.-H. Kuo, J. Pharm. Biomed. Anal. 39

(2005) 1042–1045.
12] Q.B. Cass, C.K. Kohn, S.A. Calafatti, H.Y. Abdul-Enein, J. Pharm. Biomed.

Anal. 26 (2001) 123–130.
13] Th. Becue, J Chromatogr. 557 (1991) 489–494.
14] J.E. Drouin, M. Broquaire, J Chromatogr. 605 (1992) 19–31.
15] ICH International conference on harmonization of technical requirements

for registration of Pharmaceuticals for Human use, Impurities in New Drug
Products, Geneva, Switzerland, 2002, Q3A (R1).

16] ICH International conference on harmonization of technical requirements
for registration of Pharmaceuticals for Human use, Impurities in New Drug
Products, Geneva, Switzerland, 2003, Q3B (R1).

17] T. Prisinzano, J. Podobinski, K. Tidgewell, M. Luo, D. Swenson,
Tetrahedron-Asymmetr. 15 (2004) 1053–1058.

18] N. Chetterjie, J.P. Stables, H. Wang, G.J. Alexander, Neurochem. Res. 29
(2004) 1481–1486.
Rafanell, J. Forn, J. Med. Chem. 36 (1993) 2984–2997.
20] L.H. Brannigan, R.J. Brinker, R.J. Kaufman, S. Metz, U.S. Patent 4,964,893

(1990).
21] L. Lafon, U.S. Patent 4,066,686 (1978).



A

t
w
s
n
i
v
©

K
c

1

t
o
i
t
a
a
p
i
a
s
i
a
s
fl

0
d

Talanta 73 (2007) 505–513

Determination of the alkyl- and methoxy-phenolic content in
wood extractives by micellar solid-phase microextraction

and gas chromatography–mass spectrometry

Verónica Pino, Juan H. Ayala, Venerando González, Ana M. Afonso ∗
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bstract

This work combines the utilization of the micellar media during the extraction step and the focused microwave-assisted extraction followed by
he solid-phase microextraction–gas chromatography/mass spectrometry (SPME–GC/MS) to determine the alkyl- and methoxy-phenolic content in
ood extractives. The proposed environmental-friendly method is mainly characterized by short analysis times (5 min for the microwaves extraction

tep) and for avoiding the use of organic solvents. Different surfactants were tried for the extraction process: the cationic surfactant CTAB and the

on-ionic surfactants Triton X-100 and POLE, with similar extraction efficiencies (85.5–99.7%). The overall method presents limits of detection
n the ng g−1 region for the alkylphenols (from 7 to 150 ng g−1) and in the �g g−1 region for the methoxyphenols (from 0.80 to 22.9 �g g−1). The
anillin was the compound most abundant in the wood extractives studied, with concentrations up to 116.2 mg kg−1.

2007 Elsevier B.V. All rights reserved.
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eywords: Micellar media; Focused microwave-assisted extraction; Solid
hromatography–mass spectrometry

. Introduction

Most phenols in environmental samples come from indus-
rial waste sources; some, however, originate from degradation
f natural sources (e.g. lignin and humic acids) [1]. The lignin
s a complex biopolymer that constitutes 20–30% (w/w) of
he vegetal biomass. It decomposes in phenolic compounds,
ldehydes, ketones, carboxylic acids and alcohols when heated
t temperatures between 270 and 400 ◦C. Among these com-
ounds, phenols and methoxyphenols are components of great
mportance for the smoke flavour, preservation of foods and
ntioxidant effects when the vegetal biomass is used as the
ource for food smoking [2–4]. In this sense, it may be interest-
ng to know a priori the phenolic content in the vegetal biomass,

nd so to differentiate it from the compounds originated in the
moking process with the purpose of selecting a priori certain
avours.

∗ Corresponding author. Fax: +34 922318090.
E-mail address: aafonso@ull.es (A.M. Afonso).
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039-9140/$ – see front matter © 2007 Elsevier B.V. All rights reserved.
oi:10.1016/j.talanta.2007.04.013
e microextraction; Alkylphenols; Methoxyphenols; Wood extractives; Gas

Wood extractives are defined as compounds that can be
xtracted from wood by means of both polar and non-polar
olvents [5]. They include a large variety of compounds includ-
ng phenols [6]. Creosote-treated woods, which are allowed in
apan even for decorative furniture, contain numerous chemi-
al as polycyclic aromatic hydrocarbons and water extractable
henols, with subsequent health risks [7]. Some polyphenols
tannins) that are present in hardwoods (e.g. oak and ash-tree)
re associated to risk of nasal cancer in workers of the wood
ndustry [8,9]. In addition, some compounds emitted by woods
uring its hot-pressing may be attributed to volatile and semi-
olatile extractive compounds, degradation products of the wood
nd chemical reaction products of the wood extractives [10].
hus, rapid procedures for the identification and quantification
f problematic wood extractive components are highly desirable.

The wood extractives are not always problematic. Some
olatile compounds extracted from the wood (especially oak)

uring barrel-ageing are very important, because they are related
o some flavour properties of alcoholic beverages. The accumu-
ation of volatile oak compounds in the alcoholic drinks during
he maturation period depends on many factors, particularly the
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uantity of volatile compounds available and their precursors
resented in the wood’s matrix [11,12]. Although all these prece-
ents, the phenol content of most wood species has not yet been
etermined [13–15].

Soxhlet and ultrasound-assisted extraction [16], liquid–liquid
xtraction (LLE) [17] and solid-phase extraction (SPE) [18,19]
re the most commonly used techniques for the isolation and/or
he enrichment of phenols prior to the chromatographic analysis.
erivatization of wood extractives for GC analysis is usually

arried out to improve compound resolution, and can be achieved
y methylation, acetylation or silylation [16,20,21]. However,
hese procedures are tedious and introduce a degree of error in
uantitative analysis because there is an increase in the number
f experimental steps for the overall method. These methods are
lso hazardous to human health as they use organic solvents.
reat concern over the disposal of such toxic organic solvents
as led to move towards cleaner extraction methods such as
olid-phase microextraction (SPME) [22,23]. However, when
nalyzing complex solid samples, it is necessary to use more
pecific extraction procedures combined with SPME in order to
et the analyte out of the solid matrix [24,25].

The micellar extraction is a friendly-environmental method
hat has been applied to a wide range of analytes and solid sam-
les, especially when combined with microwaves [26,27]. The
oupling of the micellar extraction with the solid-phase microex-
raction gives place to the micellar-solid-phase microextraction
MSPME) method, which combines the advantages of both ana-
ytical resources. This technique has been successfully applied to
he determination of polycyclic aromatic hydrocarbons (PAHs)
n certified reference sediment [28]. The SPME with micellar

edia has also been applied to the determination of analyte-
icelle partition coefficients for PAHs and phenols [29–31] or to

tudy interactions between phenols and different micellar media
32]. More recently, it has also been applied to the determination
f chlorophenols in sawdust samples [33].

This work tries to take advantage of the focused microwave-
ssisted micellar extraction, mainly in terms of speed and to
void using organic solvents when extracting phenols from
oods, altogether with the advantages of the SPME in com-
ination with a GC–MS, like the automation and especially
voiding the clean-up or any other preconcentration step
ecause it is not necessary to remove the surfactant prior
o GC injection. In this sense, the main aim of this work
s to offer an environment-friendly method to determine a
roup of alkyl- and methoxy-phenols in complex matrixes
ike woods, which are not well studied. Among the studied
ompounds, 2,4-dimethylphenol, 4-methylphenol, 4-chloro-3-
ethylphenol, and 2,4,6-trimethylphenol, have been included

y the US Environmental Protection Agency (EPA) [34] as well
s by the European Union [35] in their lists of priority pollutants.

. Experimental
.1. Reagents

The standard solution of 4-chloro-3-methylphenol (4-
-3-MP) at a concentration of 10 ng �L−1 in acetonitrile

M
c
r
(

3 (2007) 505–513

as supplied by Dr. Ehrenstorfer, Reference Materials
Augsburg, Germany). This standard solution was used
o prepare a stock standard solution of 1 ng �L−1 in ace-
onitrile. The standard solution of 4-C-3-MP for spiking
urposes was prepared at a concentration of 160 ng mL−1.
he standard mixture solution of 14 phenols (Phenol-Mix-
) with a concentration of 50 ng �L−1 (in methanol) was
upplied by Dr. Ehrenstorfer. These 14 phenols were phe-
ol (P), 2-methylphenol (2-MP), 3-methylphenol (3-MP),
-methylphenol (4-MP), 2,6-dimethylphenol (2,6-DMP), 2,4-
imethylphenol (2,4-DMP), 2,5-dimethylphenol (2,5-DMP),
,3-dimethylphenol (2,3-DMP), 3,5-dimethylphenol (3,5-
MP), 3,4-dimethylphenol (3,4-DMP), 2,4,6-trimethylphenol

2,4,6-TMP), 2,3,6-trimethylphenol (2,3,6-TMP), 2,3,5-
rimethylphenol (2,3,5-TMP), and 3,4,5-trimethylphenol
3,4,5-TMP). The standards of 2-ethylphenol (2-EP) and
-ethylphenol (3-EP) were supplied by Dr. Ehrenstorfer
ith purity higher than 99% (w/w). These ethylated phenols

tandards were used for the preparation of a stock standard
olution of 2000 ng �L−1. The standards of 3-methoxyphenol
3-MeP), 2,6-dimethoxyphenol (2,6-DMeP), vanillin (V), and
ugenol (Eu) were supplied by Fluka (Buchs, Switzerland) with
purity higher than 98% (w/w). These standards were used for

he preparation of stock standard solutions of 2000 ng �L−1

ach one. These five standard solutions of 2000 ng �L−1 and
he Phenol-Mix-1 were employed in the preparation of a stock
tandard solution of 2.5 ng �L−1 for the 14 phenols, Eu, 2-EP
nd 3-EP, 100 ng �L−1 for the 3-MeP, and 250 ng �L−1 for the
,6-DMeP and V. This stock standard solution was used in the
reparation of the final working standard solutions. Acetonitrile
f HPLC grade (Merck, Darmstadt, Germany) was used for
uch dilutions.

Polyoxyethylene-10-lauryl ether (POLE) and t-octylpheno-
ypolyethoxyethanol (Triton X-100) were supplied by Sigma
St. Louis, MO, USA). Cetyltrimethylammonium bromide
CTAB) was supplied by Aldrich (Beerse, Belgium). Deionized
ater was obtained from a Milli-Q water purification system

Millipore, Bedford, MA, USA).
The wood samples were collected from a local carpentry.

he four selected samples belong to the common ones used
n regular carpentry works. Wood samples 1 and 3 correspond
o the so-called wooden conglomerates (with a high content of
esins and glue), whereas wood samples 2 and 4 are natural
oods. The four samples present similar organic matter con-

ent: between 929 and 985 mg g−1. The determination of the
rganic matter content was based on the standard method ASTM
2974.

.2. Instrumentation

Focused microwave-assisted extractions were performed at
tmospheric pressure using a CEM Focused MicrowaveTM Syn-
hesis System apparatus, model Discover (CEM Corporation,
atthews, NC, USA) equipped with an infrared temperature
ontrol system, stirring and cooling options. The cooling is car-
ied out by means of a flow of air. The ChemDriverTM software
CEM) was used for data acquisition.
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For SPME analysis, an autosampler fiber holder (model
7331) from Supelco (Bellefonte, PA, USA) was used. In
his system, it is necessary to use a 12-vial carousel, pre-
ared for 10-mL vials (2-7389 from Supelco). The vials are
lways completely filled to leave no headspace. This SPME sys-
em incorporates an agitation mechanism consisting of a small

otor and a cam to vibrate the needle. The fiber in this design
orks as a stirrer. This automatic autosampler for SPME is
ery useful because it avoids the use of stir bars, which are
elated to problems of analytes’ adsorption [36]. The amber
ials were capped with PTFE-coated septa. The SPME fiber
sed was a 85 �m polyacrylate (PA) (Supelco). The extrac-
ion time for the fiber was 180 min. The fiber was conditioned
n the hot injector port of the GC according to the instruc-
ions given by the manufacturer: 2 h at 300 ◦C. Blanks were
un periodically during the analysis to confirm the absence of
ontaminants.

The identification and quantification of phenols were
chieved using SPME and gas chromatography/mass spectrom-
try (GC/MS). GC/MS was performed on a Varian (Varian
nc., Palo Alto, CA, USA) model 3800 Varian Saturn 2000
C/MS system, equipped with a 30 m × 0.25 mm i.d. VF-5ms

olumn (Varian) and equipped with a Varian autosampler (model
200 CX). The Saturn GC/MS workstation 5.52 software was
sed for data acquisition. The GC column was employed under
he following temperature program: 60 ◦C, 4 min isothermal,
◦C min−1 to 120 ◦C, 2 ◦C min−1 to 135 ◦C, and 8 ◦C min−1

o 280 ◦C. The carrier gas was helium, with a flow of 1 mL
in−1.
The temperature of the injector was maintained at 300 ◦C.

he desorption time for the fiber in the GC injector was always
min. The use of higher times does not improve the peak-area
f the extracted analytes. The temperature of the transfer line
as maintained at 290 ◦C. The ionization was performed with a
inetic energy of the impacting electrons of 70 eV. The tempera-
ure of the ion trap was 200 ◦C. The MS analysis was carried out
n scan mode with a mass range between 65 and 300 m/z (u). The
uantitative determination was carried out using the mass val-
es corresponding to the molecular ions of the different phenols
SIM mode).

The glassware used in this study was first washed with deter-
ent and deionized water and then rinsed with deionized water,
ethanol (Merck), and a mixture of acetone/ethanol (1:1), both

rom Merck. Finally, the non-graduated glassware and, espe-
ially, the sample vials were dried in an oven at 550 ◦C and
rapped with aluminum foil before use.

.3. Procedures

Sawdust samples were produced from the selected wood sam-
les using specific carpentry instruments. Afterwards, sawdust
amples were sieved, and fractions under 500 �m were selected
or the analysis. Twenty gram of the sieved sawdust sample was

laced in a glass vessel, and mixed with 25 mL of the 4-C-3-
P spiking solution (in acetonitrile). This solution was slowly

dded to form a dough which was mechanically stirred for sev-
ral minutes. Once the sawdust sample was spiked, it was stored

o
s
t
q

3 (2007) 505–513 507

n the dark for 24 h. This spiked procedure tries to ensure the
omplete elimination of the acetonitrile from the wood sample
efore the analysis, also avoiding any kind of photodecompo-
ition. The spiked level was 200 ng g−1. It is assumed that any
nalyte–matrix interaction occurs to a similar extent to those in
eal samples.

Twelve milliliters of the aqueous micellar solution were
dded to 0.6 g of the sawdust sample (spiked or non-spiked)
ith a surfactant concentration dependent on the particular sur-

actant that was being used, and placed in a Pyrex® tube of
0 mL. The selected surfactant concentrations were 0.5% (w/v)
or POLE and Triton X-100, and 0.04% (w/v) for CTAB. After
nsuring that an agitation bar is placed in the solution, the extrac-
ion tube was introduced into the microwave cavity. Extraction
as performed at a fixed maximum temperature of the vessels
f 65 ◦C and at a fixed level of microwave oven power (150 W).
hen the maximum temperature was reached, it was kept con-

tant during a fixed time of 1.5 min. Afterwards, the tube was
llowed to cool at room temperature. The supernatant was then
uantitatively transferred and filtered through 0.80 �m Millex®-
A Sryinge Driven Filter Unit (Millipore). Ten milliliters of

he filtrate were placed in SPME vials and subjected to the
PME–GC–MS analysis.

. Results and discussion

.1. Chromatographic separation

Fig. 1 shows a representative SPME–GC–MS chromatogram
nder the optimized conditions. The chromatogram was
btained using SPME and a solution with nominal concen-
ration of 15 �g L−1 for the alkylphenols, Eu and 4-C-3-MP,
.6 ng �L−1 for 3-MeP, and 1.5 ng �L−1 for 2,6-DMeP and
, all dissolved in POLE (0.5% w/v). It was not possible

o achieve a satisfactory chromatographic resolution between
-MP and 4-MP. In addition, these compounds generate the
ame ions in the detection system. Therefore, the peak is
xpressed as 3-MP + 4-MP. The same problems took place
ith the pairs 2,4-DMP + 2,5-DMP, and 3-EP + 3,5-DMP. The

hromatographic resolution was not good between 3-MeP and
,3,6-TMP. However, these compounds have different ioniza-
ions by electronic impact and therefore their identification
as possible. On the other hand, the phenol (P) did not have

nough sensitivity to be accurately detected under these exper-
mental conditions. The obtained peak-shape for methylated
nd especially methoxylated phenols is due to the fact that
he determination is carried out without derivatization. Any
erivatization step was discarded in order to decrease the exper-
mental time of the extraction process. Table 1 summarizes
he retention time window (RTW) determined for each com-
ound. The RTW is defined for each analyte as the average
f the retention times, obtained for 30 different replicas dur-
ng 2 months and using three different PA fiber coatings, plus

r minus three times the standard deviation, using different
urfactants and also phenolic solutions at different concentra-
ions. This table also includes the ions used for the analytes’
uantification.



508 V. Pino et al. / Talanta 73 (2007) 505–513

F ith th
o

3
m

d
i
i
t
t
e
e

a
e
f
o
m
a
a

T
R

C

2
3
2
2
2
3
2
3
2
3
2
2
4
3
2
E
V

C

ig. 1. SPME–GC–MS chromatogram (SIM) of the studied phenols obtained w
f experimental conditions are as described in the text.

.2. Characteristics of the MSPME method for alkyl- and
ethoxy-phenols

The sensitivity of a SPME method using micellar media is
ictated by the amount of free analyte in the aqueous phase. It
s assumed that the analyte retained onto the SPME fiber coat-
ng comes from the aqueous phase, whereas the analyte bound to

he micelle remains in solution [28–30]. In this sense, the impor-
ance of the surfactant concentration is decisive in the extraction
fficiency: high surfactant concentrations imply low extraction
fficiencies by MSPME. Hence, low surfactant concentrations

c
s
s
M

able 1
etention time window and quantifying ions for the studied phenols

ompound name (abbreviation in parenthesis)

-Methylphenol (2-MP)
-Methylphenol + 4-methylphenol (3-MP + 4-MP)
,6-Dimethylphenol (2,6-DMP)
-Ethylphenol (2-EP)
,4-Dimethylphenol + 2,5-dimethylphenol (2,4-DMP + 2,5-DMP)
-Ethylphenol + 3,5-dimethylphenol (3-EP + 3,5-DMP)
,3-Dimethylphenol (2,3-DMP)
,4-Dimethylphenol (3,4-DMP)
,4,6-Trimethylphenol (2,4,6-TMP)
-Methoxyphenol (3-MeP)
,3,6-Trimethylphenol (2,3,6-TMP)
,3,5-Trimethylphenol (2,3,5-TMP)
-Chloro-3-methylphenol (4-C-3-MP)
,4,5-Trimethylphenol (3,4,5-TMP)
,6-Dimethoxyphenol (2,6-DMeP)
ugenol (Eu)
anillin (V)

hromatographic conditions as described in the experimental part.
e PA SPME fiber coating in a micellar solution of POLE 0.5% (w/v). The rest

re apparently the key to achieve better results. However, this
fficiency in MSPME cannot be considered isolated. The sur-
actant concentration is also related to the extraction efficiency
f analytes from solid matrixes when using microwave-assisted
icellar extraction. A compromise solution must therefore be

chieved between an adequate surfactant concentration to extract
nalytes from solid samples when using microwaves (high con-

entration are generally adequate), and at the same time, such
urfactant concentration should not be so high that avoids the
ubsequent quantification of the analytes by MSPME–GC–

S.

RTW (min) Ion (m/z)

9.60 ± 0.26 107 + 108
10.15 ± 0.22 107 + 108
10.68 ± 0.06 107 + 122
11.31 ± 0.16 107 + 122
11.58 ± 0.15 107 + 122
11.99 ± 0.09 107 + 122
12.16 ± 0.26 107 + 122
12.54 ± 0.04 107 + 122
12.81 ± 0.09 121 + 136
13.47 ± 0.23 124 + 94
13.49 ± 0.09 121 + 136
14.50 ± 0.13 121 + 136
15.11 ± 0.05 107 + 142
15.81 ± 0.18 121 + 136
16.78 ± 0.24 154 + 139
16.94 ± 0.06 164
18.66 ± 0.14 151
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Table 2
Partition coefficient values (KM,m) obtained for a group of phenols with different
surfactants by MSPME

Compound KM,m [30]

CTAB Triton X-100 POLE

2-Chlorophenol 356.2 32.4 143.6
4-C-3-MP 1351.3 162.8 878.3
3,5-Dichlorophenol 4752.1 319.7 2996.1
3,4-Dichlorophenol 1820 362.3 2030.8
3,4-DMP 689.9 109.1 150.8
2-EP 549.3 34.5 113.1
2,4,6-TMP 845.2 67.7 235.2
2,3,6-TMP 709 43.3 265.7
2,3,5-TMP 1155 73.1 379
3,4,5-TMP 1037.9 55.2 246.3
3
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Attending to the results obtained in a previous work [30],
here we studied the interactions between phenols and micellar
edia, we might conclude some general remarks. The cationic

urfactant CTAB gives low extraction efficiency by MSPME
nd at the same time high partition coefficients for alkylphe-
ols, that is, it would be a good extractant of alkylphenols from
olid matrixes because of the affinity between alkylphenols and
TAB. In other words, CTAB could be considered a good extrac-

ant for micellar microwave-assisted extraction, but not as good
or MSPME. On the other hand, the non-ionic surfactant Triton
-100 gives high extraction efficiencies by MSPME and low
artition coefficient values. That is, Triton X-100 would not be
very good extractant for micellar microwave-assisted extrac-

ion of alkylphenols, but good to achieve adequate efficiencies
y MSPME. The non-ionic surfactant POLE gives fairly good
xtraction efficiencies by MSPME and also moderate partition
oefficient values for the alkylphenols. However, it should be
oted that the differences between the partition coefficients for
lkylphenols in all surfactants (obtained by MSPME) are not so
ccused as the differences obtained between chlorophenols in
ll surfactants, as can be observed from Table 2. For chlorophe-
ols, the POLE surfactant gave better extraction efficiencies for
he overall method [33]. On the contrary, it is expected similar
ehaviours for the overall microwave extraction-MSPME when
sing these three surfactants for the alkyl- and methoxy-phenols,
espite the slight differences aforementioned.

The methoxyphenols presented very low partition coeffi-
ients in micellar media [30]. Thus, these compounds are
oing to be hardly extracted from solid samples by micellar
icrowave-assisted extraction.
The selected concentrations for POLE and Triton X-100 were
.5% (w/v) in order to have intermediate conditions, and to com-
are between them. The selected concentration for CTAB was
.04% (w/v) in order to improve its MSPME extraction effi-
iency. The polyacrylate (PA) fiber coating was selected by its

t
t
i
i

able 3
igures of merit of the MSPME–GC–MS method for the studied phenols using witho

ompound POLE, 0.5% (w/v) Triton X-100, 0

Slope ± S.D.a R DL (ng mL−1) Slope ± S.D.a

-MP 17,749 ± 367 0.999 5.86 33,185 ± 2,2
-MP + 4-MP 25,829 ± 694 0.999 7.55 65,606 ± 2,7
,6-DMP 31,447 ± 326 0.999 3.14 73,161 ± 1,5
-EP 42,150 ± 322 0.999 2.37 132,872 ± 2,9
,4-DMP + 2,5-DMP 139,623 ± 5595 0.994 6.20 214,666 ± 4,9
-EP + 3,5-DMP 132,023 ± 828 0.999 1.90 253,518 ± 4,6
,3-DMP 40,743 ± 5093 0.998 5.32 100,682 ± 14,
,4-DMP 45,402 ± 923 0.999 6.16 129,273 ± 4,1
,4,6-TMP 69,591 ± 771 0.999 3.36 237,988 ± 5,9
-MeP 12,533 ± 166 0.999 0.16 ng �L−1 23,061 ± 425
,3,6-TMP 60,284 ± 434 0.999 2.18 184,061 ± 5,6
,3,5-TMP 81,021 ± 572 0.999 2.18 322,724 ± 2,2
-C-3-MP 65,913 ± 1797 0.999 1.15 384,536 ± 12,
,4,5-TMP 61,600 ± 556 0.999 2.74 243,529 ± 8,6
,6-DMeP 4,433 ± 128 0.997 0.90 ng �L−1 11,557 ± 414
u 40,260 ± 419 0.999 3.22 200,873 ± 9,0

7,933 ± 111 0.999 0.01 ng �L−1 5,230 ± 161

a Slope of the calibration plot and error for n = 8.
-MeP 234.4 11.9 37.8
,6-DMeP 231.1 – 20.8

olar nature. Its efficiency to extract phenols has been demon-
trated in other works [37].

The figures of merit were studied to evaluate the performance
f the MSPME–GC–MS procedure with the selected surfactant
oncentrations and without considering the microwaves extrac-
ion step. Table 3 illustrates the slopes and the linear regression
oefficients of the calibration plots for the studied phenols,
s well as the detection limits (DL) calculated according to
uadros et al. [38]. All phenols showed linearities with cor-

elation coefficients (R) greater than 0.990 within the linearity
anges: 2–20 ng mL−1 for 4-C-3-MP; 10–125 ng mL−1 for the
ethylphenols, ethylphenols, and eugenol; 0.1–5 ng �L−1 for

-MeP; and 1–12 ng �L−1 for 2,6-DMeP and V. The slope of

he calibration plot can be used as a qualitative way to measure
he sensitivity. As it has been pointed out in a previous work [30],
t can be observed that Triton X-100 generates higher sensitiv-
ties than POLE for all the studied phenols in MSPME, except

ut considering the microwave-assisted micellar extraction step

.5% (w/v) CTAB, 0.04% (w/v)

R DL (ng mL−1) Slope ± S.D.a R DL (ng mL−1)

12 0.996 2.07 51,710 ± 1,509 0.999 1.29
51 0.998 1.30 132,497 ± 14,508 0.994 4.83
21 0.999 0.98 157,304 ± 5,431 0.999 1.52
80 0.999 1.10 159,355 ± 16,323 0.995 4.52
09 0.999 0.59 224,924 ± 19,102 0.996 1.87
44 0.999 0.77 578,376 ± 8,582 0.999 0.66
383 0.997 1.60 16,598 ± 2,371 0.996 4.02
32 0.998 1.38 18,792 ± 1,766 0.996 4.15
21 0.998 1.29 264,179 ± 23,705 0.996 3.96

0.999 0.04 ng �L−1 21,260 ± 1,347 0.998 0.11 ng �L−1

19 0.998 1.58 247,335 ± 16,328 0.998 2.91
05 0.999 0.35 415,887 ± 26,890 0.998 2.85
114 0.998 1.61 470,590 ± 39,216 0.997 2.42
79 0.997 1.68 321,954 ± 18,790 0.998 2.58

0.997 0.18 ng �L−1 12,821 ± 1,745 0.991 0.60 ng �L−1

78 0.995 2.34 142,419 ± 16,968 0.993 5.26
0.999 0.12 ng �L−1 10,486 ± 2,542 0.99 1.15 ng �L−1
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Table 4
Extraction parameters and factor levels used in the central design (22 + star with
2 central points), with a total number of 10 runs

Variable Fixed Low High Center Optimum

Extracting volume (mL) 12 12
Amount of sawdust sample (g) 0.6 0.6
Temperature (◦C) 30 65 47.5 65
Time maintaining the
fixed temperature (min)

1.5 1.5

Microwave power (W) 40 150 95 150
% POLE concentration (w/v) 0.5 0.5
%
%
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followed by derivatization with acetic anhydride and determi-
nation by GC–ECD. Diserens [21] determines 19 chlorophenols
in wood samples by GC–MS. The method starts by an acetyla-

Table 5
Extraction efficiencies, intermediate precision and detection limits obtained
in the optimized focused microwave-assisted micellar extraction method and
MSPME–GC–MS for 4-C-3-MP using spiked wood samples

Extraction
efficiency (%)a

R.S.D.
(%)b

DL
(ng g−1)c

POLE 99.7 9.7 35
CTAB 89.3 10.2 43
10 V. Pino et al. / Tala

or V. The comparison of POLE and Triton X-100 with CTAB
ust be carried out taking into account the concentrations used

n this study. The CTAB concentration employed was 0.04%,
uch lower than POLE and Triton X-100 (0.5%).
The detection limits of the calibration curves support the con-

iderations made about the sensitivities. Comparing POLE and
riton X-100 (both at the same concentration), the lowest detec-

ion limits mainly correspond to Triton X-100. The detection
imits of the calibration plots for the alkylphenols ranged from
.35 ng mL−1 for 2,3,5-TMP in Triton X-100 to 7.55 ng mL−1

or 3-MP + 4-MP in POLE. Higher values were obtained for
he methoxyphenols, from 0.04 ng �L−1 in Triton X-100 to
.90 ng �L−1 in POLE. The vanillin was an important excep-
ion, as can be observed from data in Table 3. This compound is

uch better detected using POLE, than using Triton X-100 or
TAB. One important factor that must be kept in mind is that

hese results are related only to the MSPME–GC–MS method.
he different affinities phenols-micelles during the microwave
xtraction step from woods will be crucial in the extraction
fficiencies and sensitivity of the overall method.

.3. Focused microwave-assisted micellar extraction in
ombination with MSPME

The focused microwave system (using micellar solutions as
he extracting media) was selected for this study due to its
dvantages over the conventional microwaves: the safety due
o operation at atmospheric pressure or the possibility of using
rogrammable addition of reagents at any time during the extrac-
ion.

The optimization of the focused microwave system was car-
ied out taking into account the subsequent utilization of the

SPME method. As it has been mentioned early about the
SPME characteristics, the adequate surfactant concentrations

o develop the extraction procedures are 0.5% (w/v) for POLE
nd Triton X-100, and 0.04% (w/v) for CTAB. The extraction
olume was also another important parameter for the extraction
rocess. Ten milliliters was the selected value to fill completely
he SPME vials according to our SPME device, and so to have
he maximum efficiency by SPME. Considering possible losses
uring the filtration step, 12 mL of surfactant solution are first
dded during the microwave extraction process, and only 10 mL
re placed into the SPME vials after filtration. Given these prece-
ents, where some variables are already fixed by the MSPME
ethod, it is just necessary to optimize two parameters related
ith the focused microwave system: the microwave power and

he maximum temperature to be reached in the extraction vessel.
n addition, our skills using the focused microwave system dic-
ated us to fix the time where the temperature in the microwave
essels is kept constant, because it is not a significant variable.
n this sense, it was kept constant to a value of 1.5 min.

The optimization of the extraction method was carried out
ith the target analyte 4-C-3-MP spiked to wood sample 1 as

escribed in the experimental section. This compound is known
y its toxicity. Its presence in wood samples can be due to the
act that higher chlorophenols are commonly used in the pressure
reatment in the wood preservation industry (they are added to

T

Triton X-100 concentration (w/v) 0.5 0.5
CTAB concentration (w/v) 0.04 0.04

he glue), and other contamination sources. The rest of alkyl- and
ethoxy-phenols were not used as target analytes to evaluate

he extraction efficiency of the method because many of these
ompounds are probably already present (natural components
f the woods), and over-recoveries problems would arise.

The method was optimized using a simple experimen-
al design with the following levels: 40 and 150 W for the

icrowave power, and 30 and 65 ◦C for the maximum tem-
erature, as it can be observed from Table 4. The optimum
evels dictated by the central composite design 22 + star with two
entral points and face centered were 65 ◦C for the maximum
emperature to be reached inside the vessels, and a microwave
ower of 150 W. In these optimized conditions, the focused
icrowave system only requires 2–3 min to reach the optimal

onditions and hence, only 5 min are required for the microwave
xtraction process. It should be highlighted the short analysis
imes required for the microwave extraction method. The auto-

atic MSPME method requires 180 min for each sample, and
p to 12 samples can be left in the autosampler to be analyzed
ithout the necessity of any extra-attention on the chemist’s

ide.
The proposed method therefore needs 5 min (manual manip-

lation by microwaves) and 180 min (automatic SPME), using
2 mL of micellar media, directly followed by GC–MS. Buhr et
l. [16] determine pentachlorophenol in wood and wood-base
roducts using a combination of ultrasonication (45 min) and
haking (15 h) in the solvent mixture toluene-sulphuric acid,
riton X-100 85.5 8.3 39

a n = 6 Analysis.
b Intermediate precision expressed as relative standard deviation (%).
c Calculated as described in the text.
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tance in this wood extractive is the 2,6-DMeP, which is also an
important component related to flavours in smoked foods. The
rest of alkyl-phenols found in this wood extractive have concen-

Table 6
Alkyl- and methoxy-phenolic content in non-spiked wood sample 1 (mg kg−1)
evaluated with different surfactants as extracting systems, and following the
whole optimized extracting procedure

Compound POLE Triton X-100 CTAB

V 29.8 ± 1.7a 41.3 ± 2.9a 24.3 ± 0.3a

2,6-DMeP 19.1 ± 0.2a 18.9 ± 0.03a 17.6 ± 1.7a

3,4-DMP 0.34 ± 0.04a 0.20 ± 0.08a 0.28 ± 0.06a

2,6-DMP DL (0.06)b 0.10 ± 0.01a 0.10 ± 0.01a

2-EP 0.09 ± 0.01a 0.06 ± 0.01a 0.07 ± 0.03a

2-MP 0.19 ± 0.04a 0.16 ± 0.01a 0.15 ± 0.01a

3-MP + 4-MP 0.18 ± 0.01a 0.15 ± 0.02a 0.14 ± 0.01a

3-EP + 3,5-DMP 0.05 ± 0.01a 0.06 ± 0.01a 0.07 ± 0.01a

Eu 0.07 ± 0.01a 0.05 ± 0.01a DL (0.09)b
V. Pino et al. / Tala

ion step with sodium carbonate in acetic anhydride, followed
y liquid–liquid extraction in hexane with 30 min of shaking.

The evaluation of the extraction efficiency for the focused
icrowave-assisted micellar extraction and MSPME–GC–MS

n the already optimized conditions was carried out with six por-
ions of wood sample 1 spiked with 4-C-3-MP. Table 5 shows
he recoveries, intermediate precision and detection limits of the
ptimized method for 4-C-3-MP. The obtained extraction effi-
iencies oscillated between 85.5 and 99.7%, whereas Diserens
21] obtained average recovery from wood of approximately
0% for chlorophenols, which appeared to be sufficient when
he poor homogeneity of the chlorophenols content in board was
onsidered. In the proposed method, it can be observed that the
est efficiencies are achieved with POLE for the total micellar
icrowave-MSPME method due to its intermediate qualities in

oth the microwave extraction and in MSPME, but with slight
mprovements with respect to Triton X-100 and CTAB. The
TAB showed slightly higher extraction efficiencies than Tri-

on X-100 for the overall method, due to its high strength to
emove phenols from a solid matrix by microwaves, and for
sing low CTAB concentration to increase its MSPME sen-
itivity. Nonetheless, extraction efficiencies around 100% are
btained, showing up the efficiency of the overall method with
ll the surfactants studied.

Intermediate precision was evaluated by doing two consec-
tive extractions of spiked wood samples during three different
ays under the optimized conditions. The obtained relative stan-
ard deviation (R.S.D.) ranged between 8.3 and 10.2%, showing
he repeatability of the proposed method.

The detection limits of the overall method were calculated as
hree times the standard deviation of the signal corresponding
o a spiked wood sample with a 4-C-3-MP concentration close
o the lowest value of its linear range (60 ng g−1), and analyzed
nder the optimized procedure. This way of calculating DLs
sually generates higher values but they are more realistic. It is
ecause these DLs include all the analytical procedure, and not
ust the chromatographic separation. They ranged between 35
nd 43 ng g−1.

The detection limits for the methoxy-phenols and the rest of
lkyl-phenols were calculated assuming 100% extraction effi-
iency for the overall method. DLs ranging from 7 ng g−1 for
,3,5-TMP in Triton X-100 to 151 ng g−1 for 3-MP + 4-MP in
OLE are obtained. For methoxyphenols, the DLs would range
rom 0.80 mg kg−1 for 3-MeP in Triton X-100 to 17.9 mg kg−1

or 2,6-DMeP in POLE. V would have DLs of 0.20, 22.9,
nd 2.40 mg kg−1 in POLE, CTAB, and Triton X-100, respec-
ively. There are not reported values of DLs for alkylphenols
r methoxyphenols in woods. The DL for pentachlorophenol
n woods reported by Buhr et al. [16] using a conventional
xtraction method with organic solvents and derivatization was
40 ng g−1. Diserens [21] reports DLs around 20 ng g−1 for
hlorophenols in wood samples.

The influence of the nature of the matrix in the extraction

fficiency of the optimized method was assessed. Three wood
amples (2, 3 and 4) were analyzed in the same conditions as
ood sample 1. Fig. 2 shows the extraction efficiencies obtained
ith the spiked wood samples when using POLE as the extract-

2
2

ig. 2. Extraction efficiencies for 4-C-3-MP in different spiked wood samples
sing POLE as the extracting surfactant using the optimized procedure.

ng surfactant in the overall optimized method. The spiked level
or 4-C-3-MP was 200 ng g−1. All wood samples were analyzed
y quadruplicate. The obtained extraction efficiencies for the
tudied wood samples show the robustness of the method.

.4. Alkyl- and methoxy-phenolic content in wood
xtractives

The optimized procedure using several surfactants was
pplied to evaluate the phenolic content of several non-spiked
oods. Table 6 shows the observed amounts of alkyl- and
ethoxy-phenols found in non-spiked wood sample 1 using
OLE, CTAB and Triton X-100 as the extractive systems. It can
e observed that V was the main compound found, with a high
oncentration (roughly around 30 mg kg−1). This compound is
sually related to flavour effects when the woods are used as
moking material for foods [4]. The second compound in impor-
,4-DMP + 2,5-DMP DL (0.12)b 0.04 ± 0.02a DL (0.04)b

,3,5-TMP 0.06 ± 0.01a 0.09 ± 0.02a DL (0.06)b

a Standard deviation for n = 3.
b Detection limit (mg kg−1) in parenthesis.
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the alkyl- and methoxy-phenolic content in woods rather than
to characterize exhaustively the phenolic content of the studied
samples.

Table 7
Alkyl- and methoxy-phenolic content in different non-spiked woods when using
POLE as the extracting system, and following the whole optimized extraction
procedure

Compound Wood sample 2 Wood sample 3 Wood sample 4

V 116.2 ± 13.2a 111.6 ± 1.7a 30.0 ± 3.4a

2,6-DMeP DLb DLb DLb

3,4-DMP DLb 0.14 ± 0.01a 0.22 ± 0.02a

2,6-DMP DLb DLb 0.08 ± 0.01a

2-EP DLb DLb 0.20 ± 0.01a

2-MP DLb DLb DLb

3-MP + 4-MP 0.16 ± 0.02a 0.22 ± 0.06a 0.22 ± 0.01a

3-EP + 3,5-DMP 0.08 ± 0.01a 0.14 ± 0.02a 0.19 ± 0.04a

Eu 0.11 ± 0.01a 0.07 ± 0.01a DLb

2,4-DMP + 2,5-DMP 0.13 ± 0.02a 0.13 ± 0.01a 0.18 ± 0.05a

2,3,5-TMP 0.07 ± 0.01a DLb 0.08 ± 0.01a
ig. 3. Chromatogram of the non-spiked wood sample 1 extracted with POLE fo
nd single ion monitoring (bottom) for several significant compounds quantifie

rations between 0.04 and 0.34 mg kg−1. It should be highlighted
hat the concentrations found for the alkyl- and methoxy-phenols
re independent on the surfactant used during the extraction pro-
ess. Hence, all these surfactants are good alternatives to organic
olvents for the extraction of these compounds. The exception
orresponds to V when using Triton X-100 as the extracting
ystem, showing a high extractability for V when using Triton
-100.
Fig. 3 shows a representative chromatogram for the non-

piked wood sample 1 extracted with POLE following the
ptimized method. It can be observed the high intensity of the
eak corresponding to V, even in the presence of many interfer-
nces from the matrix, as well as some other compounds also
uantified like 2-MP, 3-MP + 4-MP, 3,4-DMP, and 2,6-DMeP.

Different non-spiked wood samples were subjected to the
xtraction process to evaluate the robustness of the proposed
ethod with woods of different nature (natural wood samples

nd also wooden conglomerates). Table 7 shows the obtained
esults with the non-ionic surfactant POLE as the extracting
ystem. It can be observed that V was also the main com-
ound found in all the studied non-spiked wood extractives, with
oncentration up to 116.2 mg kg−1 for wood sample 2. How-
ver, 2,6-DMeP, which was quantified as a majority compound
or non-spiked wood sample 1, could not be quantified in the
est of non-spiked wood samples studied. The rest of phenols
ound in woods presented concentration ranging from 0.06 to

.22 mg kg−1. It is hard to find relationships between natural and
ooden conglomerate samples attending to the amount and/or
umber of phenols found, and this is basically due to the low
umber of samples studied. For example, the highest amount of

2
3

ng the whole optimized extraction procedure: resulting ion chromatogram (up),

corresponds to wood sample 2 (natural wood) and wood sam-
le 3 (wooden conglomerate). Compounds such as 3-MP + 4-MP
nd 3-EP + 3,5-DMP are found in all the studied samples, and
ith similar contents. There are no specific compounds found

n natural woods but not in wooden conglomerates, and vice
ersa. Nevertheless, the purpose of the study was to propose
n alternative method to conventional methods to characterize
,4,6-TMP 0.10 ± 0.01a DLb DLb

,4,5-TMP 0.06 ± 0.01a DLb DLb

a Standard deviation for n = 3.
b Detected but not quantified.
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. Conclusions

The determination of alkyl- and methoxy-phenols in woods
as been carried out by a friendly environmental method
ased on the focused microwave-assisted micellar extrac-
ion in combination with solid-phase microextraction/gas
hromatography–mass spectrometry. The overall method is
haracterized by being faster than other conventional extraction
ethods (5 min for the microwave-assisted extraction) and by

voiding the use of potentially hazardous organic solvents dur-
ng the extraction process. The overall method presents limits
f detection ranging from 7 to 150 ng g−1 for the alkylphenols,
nd from 0.80 to 22.99 �g g−1 for the methoxyphenols. In this
ense, this method can be used as a screening method to evalu-
te the alkyl- and methoxy-phenolic content in wood extractives,
ith the purpose to evaluate the suitability of different woods

or smoking processes.
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bstract

A new application of gamma spectrometry in the efficient measurement of natural uranium in the process stream at an extraction plant is described
ere. The inherent nuclear properties of uranium viz. emanation of characteristic gamma rays (185.7 keV) has been exploited for the determination
f concentrations ranging from 5 to 450 g l−1 by passive photon counting of 185.7 keV gamma rays from 235U isotope for a maximum of 3–10 min per
ample. This technique is totally matrix independent unlike other instrumental analytical techniques like wavelength dispersive X-ray fluorescence
pectrometry and UV–vis spectrophotometry. Solution samples of aqueous and organic phase can be directly counted without the requirement of
ample preparation. A MINIM-based gamma spectrometer consisting of a multichannel pulse height analyzer and a 3 in. × 3 in. well-type NaI(Tl)
cintillation detector with an approximately 2 in. thick lead shield has been employed for the measurements. The results are compared with those
btained by potentiometry and wavelength dispersive X-ray fluorescence spectrometry (WD-XRF). Relative standard deviation of 1–5% has been
btained depending upon the concentration of uranium, which is more than adequate for routine process control samples. This paper also discusses

n detail the problems associated with the determination of high concentrations of uranium in using 63 and 93 keV gamma rays emanating from
34Th (t1/2 24 days) the immediate daughter of 238U isotope in samples that have attained secular equilibrium and the limitations of these energies
n the routine analysis of freshly extracted uranium.

2007 Published by Elsevier B.V.
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. Introduction

Natural uranium dioxide pellets are the most widely used
uclear fuels in the pressurized heavy water nuclear power reac-
ors (PHWR). The manufacturing process of uranium dioxide
ellets involves various steps that include leaching of uranium
rom the ore using sulphuric acid [1], purification using anion
xchange [2], precipitation as magnesium diuranate (MDU),
urification through solvent extraction [3], precipitation of ura-
ium as ammonium diuranate (ADU) [4], drying, calcination
nd reduction to uranium dioxide. In our uranium extraction

lants, MDU is digested with nitric acid and uranium is extracted
sing TBP–kerosene mixture followed by precipitation using
mmonia. The process flow sheet is given in Fig. 1.
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tillation detector

Concentrations of uranium in the process stream samples
rovide essential information required for process monitoring,
uch as material input in UNF/UNS, extraction efficiency in
NE, effective stripping in UNPS/UNPE and over all mate-

ial balance in LS and raffinate. Destructive techniques, such
s gravimetry [5], volumetry [6], polarography [7], coulometry
8], X-ray fluorescence spectrometry [9] and spectrophotometry
10,11], etc. are available for the determination of uranium. Yet,
ach technique possesses some merits and demerits and cannot
e applied without difficulty to all samples of process streams.
ravimetric methods, though highly precise, are time consum-

ng. Volumetric methods consist of several steps and require
arieties of chemicals. As a result these methods generate larger
olumes of analytical effluents. While electroanalytical tech-

iques are familiar alternative analytical methods, they are not
referred for routine analysis again owing to the multifunctional
xecution of procedural requirements and associated indispens-
ble chemical consumption and effluent generation problems,
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ig. 1. Process flow sheet of extraction of natural uranium: MDU–Magnesium
NPS/UNPE–Pure/evaporated pure solution; LS- Lean solvent; UNR–Uranyl n

hich are not desirable again. X-ray fluorescence techniques
nvolve very high capital and operational maintenance cost on
ophisticated instrumentation besides the disadvantage of strong
atrix dependency. In these techniques linearity of counts with

espect to concentration is observed only in the lower concen-
rations of uranium. As a result these techniques are limited to
very narrow dynamic range leading to several-fold dilution of

amples to working range prior to analysis. In addition, if ura-
ium is present in organic matrix as in the case of UNE and LS
amples, the calibration standards also must be prepared in the
dentical matrix in order to obtain accurate results.

Earlier, in our laboratory a method based on the mea-
urement of absorption of uranyl ions in visible region using
V–vis spectrophotometry was developed and communicated

12]. However, the technique requires sample dilution to the
orking range where high quantities of uranium are present.

n samples containing very small quantities of uranium com-
lexation of uranium using Arsenazo III in a strictly maintained
cidity conditions is required. A lot of precaution had to be
aken to avoid interference from the accompanying impurities
n significant quantities causing bias in the results. In the case
f organic samples, uranium had to be quantitatively stripped
nto aqueous medium prior to analysis. Thus this technique is
time consuming one besides being a destructive and effluent
enerating method. These limiting factors of the conventional
echniques stressed the need for a routine nondestructive ana-
ytical method that is simple, rapid, sensitive, accurate and
ost-effective.

We find that passive gamma spectrometry overcomes the
mpediments discussed in the foregone paragraphs and is quite
esirable for the routine measurements of uranium in the process
treams. Thus this technique stands as an excellent nondestruc-
ive analytical tool for this specific application. Reports on the
amma spectrometric measurements found in literature provide
nformation regarding the application mainly for the determina-
ion of 235U isotope content in the fuel pellets during production
13–19] and in spent fuel for the disposal of nuclear waste [20],
oth online and offline. Only the feasibility of the determination

f the concentration of uranium by gamma spectrometry using
igh purity germanium (HPGe) detector [21,22] by monitoring
he 1001 keV peak is available in literature. However, routine
xploration for continuous monitoring of the process streams

p
w

nate; UNFS–Uranyl nitrate feed solution/slurry; UNE–Uranyl nitrate extract;
raffinate; ADU–Ammonium diuranate.

n natural uranium extraction plants exploiting 185.7 keV pho-
on counting using well-type NaI(Tl) detector has scarcely been
eported.

Gamma photons with energies 63, 93, 143, 185.7, 776 and
001 keV are significant in the spectrum of natural uranium
ecay series. The 185.7 keV gamma photons exhibit the maxi-
um yield of 57% [23,24]. Although natural uranium consists of

nly 0.71% of 235U content, owing to the very high yield of the
85.7 keV gamma photons considerable counts can be obtained
n 3–5 min for uranium samples in the range of 5–450 g l−1 using
multichannel gamma spectrometer equipped with a 3 in. × 3 in.
ell-type NaI(Tl) detector. The area under the peak of the
85.7 keV gamma rays are correlated to the concentration of
ranium present in the sample and the content of uranium in the
ample is determined from the calibration curves obtained with
he standard solutions of uranium. The valuable advantage of this
echnique is found in that there is no matrix effect. Hence the cal-
bration curves made using aqueous standards itself can be used
onveniently for the determination of concentration of uranium
n organic samples viz. UNE and LS. The nondestructive nature
f the method offers the advantage of no effluent generation
nd thus eliminates the expenditure and labour involved in the
ecovery of uranium values from the analytical waste that accu-
ulate in large quantities in the existing conventional methods

f analysis.
The detailed account of the experimentation and the results

re discussed in the foregoing pages of this paper. In order
o ascertain the validity and establish the superiority of this
echnique, the results are compared with volumetry, WD-XRF,
pectrophotometry and differential pulse voltametry. A system-
tic study has also been undertaken to study the feasibility of
etermination of concentrations of uranium using 63 and 93 keV
amma rays from 234Th, the immediate daughter of 238U and
he results are discussed in detail.

. Experimental

.1. Reagents
A standard stock solution of 450 g l−1 of uranium was pre-
ared as follows: pure U3O8 powder from Uranium Oxide Plant
as calcined at 850 ◦C in a muffle furnace for 4–5 h. After cool-
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well-type detector was chosen for the present investigation.

It can be seen from Fig. 2 that the 185.7 keV peak is suffi-
ciently isolated from other peaks whereas the 63 and 93 peaks
remain partially resolved. This is due to the poor resolving power
78 U. Sundar et al. / Ta

ng, 530.7537 g of the U3O8 was dissolved in about 500 ml of
:1 nitric acid by heating over a hot plate and made up to 1000 ml
sing demineralised water. Working standard solutions of con-
entrations ranging from 5 to 400 g l−1 were prepared by suitable
ilutions of the above standard stock solution.

.2. Instrumentation

Analysis was performed using MINIM-based Gamma Spec-
rometer GRS 11M supplied by M/s Nucleonics Systems Private
imited, Hyderabad, India, which is equipped with 3 in. × 3 in.
ell-type NaI(Tl) detector with approximately 2 in. thick lead

hield and 8 K multichannel pulse height analyser. The gamma
ay spectrum displays 63, 93 and 185.7 keV peaks and the cor-
esponding area under the respective peaks is evaluated by the
mulation software associated with the system after subtract-
ng the background and is displayed. Sample holder is specially
esigned using Teflon to resemble a Buchner funnel closed at
he bottom that fits into the well of the detector. This geometry
llows the analysis solution well exposed to the detector so that
aximum possible gamma photons could be counted.

.3. Procedures

.3.1. Gamma spectrometric measurements
Five millilitres of standard or sample solution is pipetted out

nto the sample holder and counted for 500 s where uranium
oncentration lies between 5 and 20 g l−1 and 200 s for 30 g l−1

nd above. This procedure is applicable to UNF, UNS, UNPS,
NPE and LS samples.
UNR samples usually contain very low level of uranium rang-

ng between 0.1 and 1 gl−1. Two procedures were followed in
his case. In the first method, 10 ml aliquots of standards and
amples were counted for 1800 s. In the second method, a cal-
ulated quantity of uranium standard was added into the sample
nd 10 ml of the sample was counted for 1800 s.

.3.2. Potentiometric method
U(VI) in the sample is reduced to U(IV) by excess Fe(II)

n phosphoric acid medium. After destroying the excess Fe(II)
sing nitric acid in the presence of Mo(VI) catalyst, U(IV) is
xidized back to U(VI) in sulphuric acid medium and the liber-
ted Fe(II) which is quantitatively equal to uranium content is
itrated using standard dichromate solution on weight basis. A
igital voltmeter coupled with a platinum working electrode and
saturated calomel reference electrode was used for the poten-

iometric end point determination. V(IV) was used to obtain
harp end point.

.3.3. X-ray fluorescence method
Measurements were performed using Philips PW 1404 wave-

ength dispersive X-ray spectrometer. In this method, suitably
iluted standard/sample solution placed in a liquid sample cell

overed with a mylar film is subjected to the interaction of
rimary X-rays generated by a rhodium target. The secondary
uorescence X-rays characteristic to uranium that emerges out
re diffracted by LiF220 crystal and measured at a 2θ angle of
73 (2007) 476–482

7.235◦. Content of uranium present in the sample is deduced
rom the calibration curves of concentrations versus count rates.
or UNE and LS samples, calibration standards were prepared

n TBP–kerosene matrix of composition exactly matching that
f samples.

.3.4. Differential pulse voltametric method for the
etermination of uranium in UNR samples

U(VI) present in the sample was determined in 1 M sulphuric
cid medium by measuring the peak current at 200 ± 20 mV with
Metrohm 646 VA processor using a hanging mercury drop
orking electrode, a platinum auxiliary electrode and a Ag/AgCl

eference electrode following standard addition method.

.3.5. UV–vis spectrophotometric determination of
ranium in UNR samples

Sample aliquot was treated with sulphamic acid, 4 M HCl and
.1% Arsenazo III reagent and the absorbance was measured
t 655 nm. Concentration of uranium was determined from a
alibration curve.

. Results and discussion

Typical gamma spectrum of natural uranium recorded in the
resent investigation is presented in Fig. 2. Three prominent
eaks due to 63, 93 and 185.7 keV gamma photons are present
n this spectrum. The peaks at 63 and 93 keV are from 234Th,
he first generation daughter product of 238U. The 185.7 keV
eak is from 235U. The peak height is dependent upon the com-
ined influence of percentage yield of the gamma rays, isotopic
omposition and the concentration of the isotope present in the
olution besides the nature and geometry of the detector. Since
he percentage yield for a particular energy of gamma ray and
he isotopic composition of natural uranium are fixed, the peak
eight and the area under the peak depends upon the concen-
ration of uranium and counting time when measured using a
articular type of detector with a defined geometry. This fact has
een exploited for the convenient determination of concentra-
ions of uranium in the process stream samples on routine basis.
ince the efficiency of a well-type NaI(Tl) detector is superior

o HPGe, Ge(Li) detectors and is cheaper, a 3 in. × 3 in. NaI(Tl)
Fig. 2. Gamma spectrum of natural uranium decay series.
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Fig. 3. Concentration of uranium vs. counts.

f the NaI(Tl) scintillation detector. However, the excellent
ounting efficiency of the detector enabled to obtain high counts
ven in a short period of counting time as low as 200–500 s. Con-
equently, high sample throughput is achieved which is very
uch desirable for routine analysis.
Twenty-four standard solutions of natural uranyl nitrate of

oncentrations between 5 and 450 g l−1 were counted by four
nalysts on 40 different days, 10 days by each analyst, in a span
f 4–5 months. The purpose of this exercise was to study the
ay-to-day variations in the count rates for the same concen-
rations due to drift in the instrument and influence from other
robable sources. However, the high precision obtained for the
ounts of all energies are in support of absence of such effects.
he relative standard deviation (R.S.D.) values of the counts for
arious concentrations obtained are between ±0.5 and 1.8%.
he excellent precisions of counts obtained for the standards

ndicate that the U3O8 used for the preparation of standards is
ufficiently old, i.e., the time required for the attainment of secu-
ar equilibrium between 238U and its immediate daughter 234Th.
he cumulative counts obtained for 63, 93 and 185.7 keV phtons
ere plotted against the concentrations and is presented in Fig. 3.
hese counts represent the total photo peak areas obtained after
orrection for Compton background [22]. The correction factor
s programmed in the instrument software itself and is automat-
cally incorporated during the counting. However, the natural

ackground is made insignificant with the use of a thick lead
hield enclosing the detector.

It is clear from Fig. 3 that the linearity of the curve with respect
o concentration of uranium is improved from lower to higher

p
d
o
t

able 1
inear equations for the quadratic curves obtained when the concentrations of uraniu

. no. Gamma energy (keV) Concentration range (g l−1)

1 63 0–50
2 63 50–100
3 63 100–200
4 63 200–300
5 63 300–450
6 93 0–50
7 93 50–100
8 93 100–200
9 93 200–300
0 93 300–450
1 185.7 0–50
2 185.7 50–100
3 185.7 100–200
4 185.7 200–300
5 185.7 300–450
73 (2007) 476–482 479

nergy of gamma photons. The curves follow a linear path at low
oncentrations and tend to bend towards x-axis at high concen-
rations. This deviation from linearity is only to a slight extent in
85.7 keV photons, to a considerable extent in 93 keV photons
nd highly pronounced in the case of 63 keV photons. In the lat-
er case, a prominent plateau region running parallel to the x-axis
s observed to start at lower concentration itself, i.e., 50 g l−1.
he curves follow a near linear path only up to 250 g l−1 of
ranium in 63 and 93 keV photons. This phenomenon is explain-
ble on the basis of the existence of self-absorption of these low
nergy gamma rays at higher uranium concentrations. In the
ase of 63 keV, there is no appreciable change in the counts above
50 g l−1 indicating the complete self-absorption, whereas in the
ase of 185.7 keV photons, the curve follows reasonable linearity
ven up to 450 g l−1. The quadratic curves, however, are highly
eproducible and hence can be used for the routine determination
f concentrations of uranium in process stream samples. Using
he counts of 185.7 keV gamma photons the concentration of
ranium from 100 to 450 g l−1 could be determined without the
eed of dilution of the sample.

The concentrations of uranium in the samples can be read
rom a calibration curve as given in Fig. 3. But, the deviation
rom linearity causes negative bias in counts at higher concen-
rations. In order to overcome this constraint, the calibration
urves were plotted in segments of concentration ranges of 0–50,
0–100, 100–200, 200–300 and 300–450 g l−1 and the values of
oncentrations can be read from them. The linear equations and
he correlation coefficient r2 values obtained are presented in
able 1. It can be seen from this table that the correlation coef-
cients are close to unity indicating the excellent linearity in
ll the concentration ranges in the case of 185.7 keV photons.
light deviation from unity is observed in concentration range
00–300 g l−1 and above in the case of 93 keV photons. This
eviation is much more pronounced in the case of 63 keV due to
nhanced self-absorption of these low energy photons as antici-

ated. The choice of the appropriate linear equation dealing with
ifferent concentration ranges of uranium for the determination
f concentrations of uranium in unknown samples is made with
he help of the highly reproducible quadratic curves of Fig. 2.

m is plotted against counts in segments of various concentration ranges

Linear equations for the quadratic curves Correlation coefficients, r2

Y = 282.57X + 305.75 0.9976
Y = 188.16X + 4787.9 0.995
Y = 144.22X + 12794 0.9919
Y = 27.652X + 3409 0.6073
Y = 33.961X + 28235 0.7591
Y = 475.4X + 108.48 0.9999
Y = 418.67X + 2745 0.9993
Y = 370.36X + 7914.8 0.9993
Y = 244.18X + 34238 0.9594
Y = 267.05X + 27241 0.9689
Y = 230.32X + 62.013 0.9999
Y = 206.24X + 1231.6 1.0000
Y = 180.24X + 4066.8 0.9993
Y = 153.06X + 9378.8 0.9981
Y = 123.41X + 18469 0.9985
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Table 2
Comparison of concentration of uranium obtained by gamma spectrometry with other analytical techniques

A B C D E F G H I J K L M N

UNFS/UNS 721 336 42,462 419 +24 123,303 360 +7 58,833 327 −3 345 +3
706 333 43,092 437 +31 124,601 365 +10 59,349 331 −1 323 −3
703 276 42,264 413 +50 109,443 308 +12 50,940 272 −1 276 0
690 329 42,748 427 +30 123,874 362 +10 59,382 331 +1 340 +3
683 286 43,457 448 +57 114,819 328 +15 51,064 272 −5 297 +4

UNE 547 105 25,030 107 −2 47,968 108 +3 23,402 107 −2 96 −9
566 107 25,376 110 +3 49,307 112 +5 23,858 110 +3 103 −4
589 103 25,530 112 +9 49,515 112 +9 24,207 112 +9 105 +2
625 112 23,938 98 −13 47,090 106 +5 23,952 110 −2 107 −5
629 110 26,533 120 +9 52,594 121 +10 25,088 117 −6 *** **

UNPS/UNPE 723 116 25,780 114 +2 50,093 114 +2 24,569 114 +2 116 0
684 113 24,888 106 −6 46,595 104 −8 23,198 106 −6 100 −12
674 113 25,609 112 −1 48,953 111 −2 23,515 108 −4 108 −4
648 121 26,108 117 −3 50,562 115 −5 24,966 116 −4 112 −7
573 119 25,213 109 −8 49,340 112 −6 24,238 112 −6 105 −12

LS 658 10.2 7,989 10.2 0 12,150 10.0 −2 6,096 10.3 +1 7.9 −29
677 9.6 7,650 9.7 +1 11,682 9.6 0 5,849 9.9 +3 7.5 −28
678 10.9 8,460 10.9 0 13,059 10.8 −1 6,502 11.0 +1 8.5 −22
728 9.8 7,912 10.1 +3 11,977 9.8 0 6,064 10.3 +5 7.4 −24
729 9.0 7,443 9.5 +2 11,300 9.3 −3 5,641 9.5 +6 7.3 −19
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A) Sample category; (B) sample code number; (C) concentration of uranium
amma photons, respectively; (E, H and K) concentration of uranium in g l−1

nd (M) by WD-XRF; (F, I, L and N) relative percentage error in the values com

Table 2 provides the concentrations of uranium in UNF/UNS
amples determined by the present method and those obtained
y potentiometry and WD-XRF. It may be noted from this
able that the concentrations of uranium in UNF/UNS deter-

ined using 63 and 93 keV photons are much higher than those
btained using 185.7 keV photons and other techniques. This is
he outcome of self-attenuation effect both in sample as well
s standards. Hence, it is impossible to use these lines for
NF/UNS samples without dilution. Yet, there is consistency in

ounts observed even for 63 and 93 keV photons for all the pro-
ess stream samples including freshly extracted uranium, such
s UNE, UNPS/UNPE, LS, etc. although these measurements
ere carried out on 40 different days in a span of 4–5 months.
his shows that 234Th(t1/2 24 days) is already in secular equi-

ibrium with 238U. This could have been due to the complete
o-extraction of uranium and thorium in TBP/HNO3 system
rom MDU, the starting material for the production of ura-
ium dioxide (Fig. 1), which might be older than 120 days, i.e.,
pproximately greater than five half-lives of 234Th—the time
equired for the attainment of secular equilibrium between 234Th
nd 238U. However, for the freshly extracted uranium, 185.7 keV
hotons are the suitable choice as it is emitted from 235U
tself.

It can be seen from Table 2 that the attenuation of gamma
hotons by the matrix, however, is not pronounced in samples,
uch as UNPS/UNPE, UNE and LS, where the concentration of
ranium is between 10 and 120 g l−1, for all energies of gamma

hotons. The values obtained for these samples using all the
nergies compare well with those obtained by potentiometry.
specially, the values obtained using 185.7 keV photons are rel-
tively much closer to the values obtained by potentiometry for

o
c
t

−1 by potentiometry; (D, G and J) counts obtained for 63, 93 and 185.7 keV
ed by gamma spectrometry using 63, 93 and 185.7 keV photons, respectively,
d to potentiometric values.

ll the samples including UNF/UNS also. Based on the observa-
ions discussed above, the 185.7 keV photons are most suitable
or the routine determination of concentrations of uranium of all
he three gamma photons.

The measurements by WD-XRF require the samples need
e diluted to the concentration range of 0–20 g l−1 where there
s a linear relationship between signal and the concentrations.
n the case of UNE samples, the dilution must be done using
BP–kerosene mixture of matrix composition identical to both

he sample as well as calibration standards. Such sample dilu-
ion is not required in gamma spectrometric measurements nor
oes the technique warrant the preparation of calibration stan-
ards in organic matrix in order to carry out determinations
n UNE and LS samples. It is note worthy that the values
btained for LS by WD-XRF considerably deviate towards
egative bias. This may be attributed to the imperfect match-
ng of the matrix composition between samples and calibration
tandards. This situation arises since lean solvent, the organic
xtractant remains back when uranium values are stripped-off
rom UNE, may contain the degradation products of TBP viz.
BP, MBP, etc. Therefore, the resulting matrix composition
oes not match with that of calibration standards. The negative
ias in the concentrations of uranium amounting to about 20%
ay be explainable based on this reason. The values obtained

or lean solvent samples using gamma spectrometry for all the
hree photons are in excellent agreement with that obtained by
otentiometry.
Though the 1001 keV photons, free from self-absorption
wing to its higher energy, may be useful for the present appli-
ation, it is very much limited by certain constraints. First of all,
he concept of attainment of secular equilibrium arises even in
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Table 3
Concentrations of uranium (in gl−1) in uranyl nitrate raffinate samples

S. no. Sample code
number

By gamma ray spectrometry
(direct counting)

By gamma ray spectrometry
(through spiking)

By potentiometry By WD-XRF By voltametry By spectrophotometry

1 1338 0.36 0.25 0.31 0.25 0.33 0.30
2 1372 0.34 0.19 0.15 0.10 0.14 0.18
3 1348 0.33 0.41 0.41 0.34 0.40 0.36
4 1253 0.41 0.55 0.45 0.37 0.44 0.39
5 1254 0.49 0.51 0.45 0.40 0.45 0.42
6 1381 0.49 0.33 0.48 0.40 0.50 0.45
7 1325 0.42 0.33 0.34 0.27 0.28 0.33
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8 1433 0.36 0.42
9 1388 0.94 1.19
0 1402 0.84 0.72

his case since 1001 keV gamma photons emanates from 234mPa
he daughter of 234Th, and is second-generation daughter of
38U photons. In addition, the photon yield is very low. Sec-
ndly, low photon yield entails the longer accumulation times
or obtaining good counting statistics. Therefore, this line is
ot preferable for routine analysis. Ultimately, use of 185.7 keV
hotons only is found to be ideal in all respects for the routine
etermination of concentrations of uranium in process stream
amples.

Table 3 provides the comparison of results in UNR sam-
les obtained in the present method performed in direct and
piked mode with those obtained by potentiometry, WD-XRF,
V–vis spectrophotometry and differential pulse voltametry.
his exercise had been undertaken to demonstrate the feasibility
f gamma spectrometry for the determination of concentration
f uranium as low as 0.1–1 g l−1 that might be present in UNR
amples.
However, this procedure is not recommended for routine
rocess control work since the counting time is 1800 s. In
ddition, at such low levels of uranium concentration, dis-
ontinued peaks appear at times and the software could not

i
t
t
a

able 4
omparison of counts of 63, 93 and 185.7 keV gamma photons obtained for the uran

ineral acid Strength of
the acid (N)

Peak area of
63 keV peak

P
9

NO3 1 20,337 3
2 20,623 3
4 20,078 3
6 20,734 3

Cl 1 20,172 3
2 20,381 3
4 19,608 3
6 20,558 3

2SO4 1 20,943 3
2 20,498 3
4 20,786 3
6 19,663 3

ClO4 1 20,216 3
2 20,385 3
4 19,895 3
6 19,224 3

a Values calculated using peak area values obtained for 185.7 keV gamma photons.
0.44 0.35 0.44 0.41
1.06 0.84 0.95 0.94
0.88 0.66 0.93 0.77

valuate the counts leading to the samples to be counted again
or another half-an-hour. This results in wastage of time and
s disadvantageous. The experimental results are presented
ere only to demonstrate the technical feasibility of the deter-
ination of uranium even at such low level using passive

amma spectrometry and this information may find application
lsewhere.

Another valuable advantage of gamma spectrometry is that
t is free from any kind of matrix effect, such as free acid-
ty and slight density variation of the medium. This fact has
een verified in this present investigation by choosing a stan-
ard containing 82 g l−1 since it lies in the rectilinear part of
he calibration curve in all the three gamma photons viz. 63, 93
nd 185.7 keV. This observation is substantiated by the results
resented in Table 4 in which the counts of 63, 93 and 185.7 keV
amma photons for the same amount of uranium present in var-
ous mineral acids at different free acidities are observed to be

n the same range. The concentration of uranium present in
he sample obtained in all the mineral acids with concentra-
ion ranging from 1 to 6N is 82 ± 1 g l−1. This is of greatest
dvantage in an industrial analytical laboratory where stan-

ium standard solution in various mineral acids of different acidities

eak area of
3 keV peak

Peak area of
185.7 keV peak

Concentration of
uranium (g l−1)a

6,596 17,398 83
5,991 17,487 83
6,155 17,409 82
5,671 17,255 82

5,902 17,101 82
4,900 17,147 82
6,453 16,973 81
6,726 16,726 80

7,167 17,654 84
6,247 17,152 82
7,312 17,027 81
5,238 17,172 82

6,421 17,161 82
6,601 16,972 81
6,490 16,930 81
4,990 16,626 79
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ards prepared in one kind of mineral acid of any free acid
oncentration can be directly used to determine the concentra-
ion of uranium present in a sample with unknown free acid
oncentration.

. Conclusion

Passive gamma spectrometry is a versatile analytical tech-
ique for the determination of concentrations of uranium in
rocess stream samples of a natural uranium extraction plant.
mong the photo peaks, 185.7 keV from 235U isotope has been

ound to be an ideal tool to measure total uranium concen-
ration. Due to the limitations imposed by such problems like
elf-absorption and secular equilibrium use of the low energy
amma photons viz. 63 and 93 keV for the determination of
oncentrations of uranium is not preferable for routine analysis.
his method is rapid, nondestructive and cost-effective, well
uited for an industrial analytical laboratory.
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bstract

A novel amperometric biosensor based on self-assembling glutamate dehydrogenase (GLDH) and poly(amidoamine) dendrimer-encapsulated
latinum nanoparticles (Pt-PAMAM) onto multiwall carbon nanotubes (CNTs) has been developed for the determination of glutamate. The
ormation of the self-assembled (GLDH/Pt-PAMAM)n/CNTs construction was investigated by ζ-potential and high resolution transmission electron
icroscopy (HRTEM). The results indicated the uniform growth of the layer-by-layer nanostructures onto carboxyl-functionalized CNTs. The

lectrocatalytic property of the (GLDH/Pt-PAMAM)n/CNTs modified electrode to glutamate in presence of NAD+ (�-nicotinamide adenine

inucleotide, 0.1 mM) was investigated at a low overpotential 0.2 V by electrochemical measurements. The results showed it had series of attractive
haracteristics, such as a large determination range (0.2–250 �M), a short response time (within 3 s), a high sensitivity (433 �A/mM−1 cm2) and
ood stability (85% remains after 4 weeks).

2007 Elsevier B.V. All rights reserved.
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. Introduction

Glutamate is an important neurotransmitter in the mam-
alian central nervous system and neuronal pathways in the

rain which is related to several neurological disorders, such as
chizophrenia, Parkinson’s disease, epilepsy and stroke [1–3].
t also has widespread use in food as a flavour enhancing food
dditive. Thus, glutamate is an important analyte in medicine
nd food analysis which involves neurotransmission and protein
etabolism.
Many spectrophotometric, fluorimetric and chromatographic

ethods have developed for the assay glutamate concentration,
ut they are considered to be time-consuming and laborious

4,5]. Several types of amperometric biosensors for glutamate
ave been reported. More recently, glutamate oxidase incorpo-
ated into modified electrode has been used for rapid estimation.

∗ Corresponding author. Fax: +86 21 64250624.
E-mail address: yhzhu@ecust.edu.cn (Y. Zhu).
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039-9140/$ – see front matter © 2007 Elsevier B.V. All rights reserved.
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anoparticles; Glutamate dehydrogenase; Self-assembly; Biosensor

esophilic and thermophilic glutamate dehydrogenase has also
een used for the analysis of glutamate [6–9].

For achieving a rapid and high sensitive measurement
f substrate, development of immobilization strategy and
mplementation of novel materials for the construction of
esirable biosensor have been the subjects of intensive
esearch.

Enzymes are immobilized on transducer or support matrices
y physical and chemical methods [9,10], such as covalent bind-
ng, direct adsorption, cross-linking or entrapment, which often
enature the enzymes and alter their conformations consider-
bly. Recently, layer-by-layer (LbL) technique for constructing
ultilayer films has attracted much attention since it can provide
favorable microenvironment to keep the bioactivity of enzyme
nd prevent enzyme molecule leakage. This technique involves
n alternate adsorption of enzyme and another electrolyte onto

n electrode surface through electrostatic force and covalent
onding [11–15]. In addition, the efficient immobilization mate-
ials can prolong the use of the sensor and extend storage and
orking stability. They have recently been extended to a variety
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f materials, including redox mediators, conducting polymers,
anomaterials, dendrimers and so on [16,17].

A wide variety of nanomaterials with unique chemical and
hysical properties have found broad application in the construc-
ion of novel and improved biosensor. Metal nanoparticles have
een intensively studied for the electrode modification owing to
heir extraordinary catalytic activity, especially Pt, Au nanoparti-
les [18–20]. Carbon nanotubes [21], another class of promising
anomaterials, have been drawn to considerable attention due
o their unique electronic, chemical and mechanical properties
22]. Recent studies have demonstrated that carbon nanotubes
an enhance the electrochemical reactivity of biomolecules and
romote the electron transfer reactions of proteins [23–28].

Highly branched dendritic macromolecules poly(amido-
mine) (PAMAM) could also be used to modify electrode sur-
ace due to their good biocompatibility and adequate functional
roups for chemical fixation. It was reported that the material
as capable of increasing the concentration of hydrophobic
olecules at the electrode–solution interface, improving the

ensitivity as well as the selectivity of certain specific electro-
hemical reactions [29,30,34].

Considering their truly enormous potential and unique prop-
rties, in this context, poly(amidoamine) dendrimer-encapsu-
ated platinum nanoparticles (Pt-PAMAM) self-assembled onto

ultiwall carbon nanotubes (CNTs) were applied to the immo-
ilization of glutamate dehydrogenase in biosensors for the first
ime (Fig. 1). The modification of CNTs and Pt-PAMAM not
nly increased the effective area of the electrode, but also may
ct as an efficient promoter used to enhance the electrochemical
eaction, thereby increasing the rate of heterogeneous electron
ransfer.

. Experimental

.1. Chemicals and materials

Glutamate dehydrogenase (GLDH, EC 1.4.1.3, MW 300,000,
rom bovine liver, suspension in 2.0 M (NH4)2SO4 solution,
8 units/mg prot.), l-glutamate (monosodium salt, 99%) and
-nicotinamide adenine dinucleotide (NAD+) were purchased

rom Sigma–Aldrich. Multiwall CNTs were from UNILAB,
tate Key Laboratory of Chemical Engineering, East China Uni-
ersity of Science and Technology. Pt-PAMAM was synthesized
ccording to the previous literature [29–32]. Phosphate buffer
as used for immobilization and electrochemical measurements
.1 M potassium phosphate (PBS), pH 7.4. The other chemicals
ere of analytical grade. Doubly-distilled and deionized water
as used through this work.

.2. Instruments

Electrochemical measurements were performed by using a
HI 660C (CH Instruments, Chenhua Inc., Shanghai, China)

onnected to a personal computer. A three-electrode configura-
ion was employed, consisting of a multilayer modified glassy
arbon (GC) electrode (3 mm diameter) serving as a work-
ng electrode, whereas Ag/AgCl (3 M KCl) and platinum wire

w
p
w
n

3 (2007) 438–443 439

erved as the reference and counter electrodes, respectively.
atch electrochemical experiments were carried out in a 10 mL
oltammetric cell at room temperature (25 ◦C).

The HRTEM images were recorded on a JEOL-2100 trans-
ission electron microscope. The electrophoretic mobilities of

he adsorbed CNT suspension were measured using a Malvern
etasizer 3000HS.

.3. Synthesis of CNTs/Pt-PAMAM heterostructures

The CNTs were first shortened and functionalized by son-
cating in a mixture of concentrated HNO3 and H2SO4 (v/v,
/3) for 6 h followed by extensive washing in deionized
ater several times and finally dried under vacuum, dis-
ersed in double-distilled water in a concentration 5 mg/mL.
fter the acid treatment, the CNTs were shorter and left
ith the carboxylic groups that impart a hydrophilic nature

nd facilitate further functionalization by Pt-PAMAM. The Pt-
AMAM/CNTs heterostructures were attached covalently by
-ethyl-3-(3-dimethylaminopropyl)carbodiimide (EDC), which
ield stable conjugates, since they form amide linkages between
hem (Fig. 1a). The EDC reaction was carried out for 8 h at 50 ◦C
nder continuous mixing. The heterostructures were character-
zed by HRTEM.

.4. Preparation of (GLDH/Pt-PAMAM)n/CNTs
anocomposites

The isoelectric point (Ip) of GLDH lies around pH 4.83, and
herefore at pH > Ip, it is net negatively charged, while at pH < Ip,
t is positively charged. So GLDH can be used as polyanionic

aterial for preparing LbL films around pH 7.4. Here, GLDH
as immobilized on the positive charged Pt-PAMAM/CNTs

urface by alternatively assembling a GLDH layer and a Pt-
AMAM layer (Fig. 1b). First, GLDH/Pt-PAMAM/CNTs film
as attained by mixing the Pt-PAMAM/CNTs heterostructures
ith the negatively charged GLDH (0.2 unit/mL) in a PBS (pH
.4) for 20 min, centrifuged at 7000 rpm for 10 min, and then
ashed with distilled water twice to remove the supernatant.
sing the same procedure, positively Pt-PAMAM and nega-

ively GLDH were alternately absorbed onto the CNTs until
uitable layer was obtained. The resulting structures were char-
cterized by ζ-potential measurement, HRTEM. Finally, the
esulting nanocomposite was thoroughly washed with PBS (pH
.4) and stored in PBS below 4 ◦C for future use.

.5. Electrode preparation

Glass carbon (GC, 3 mm diameter, Model CHI 104, CH
nstruments) electrodes were polished with 1.0, 0.3 and 0.05 �m
lumina powder cleaned in a piranha solution (a 1:3 mixture
f 30% H2O2 and concentrated H2SO4) and finally sonicated
horoughly in double-distilled water. After that, the electrode

as cycled 10 times between −0.800 and 0.800 V in a phos-
hate buffer solution (pH 7.4) at 50 mV/s. The biosensors
ere prepared by casting the GCE with 20 �L of the resulted
anocomposite solution dispersion by sonicating for 5 min. The
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ig. 1. Schematic showing the procedure of immobilizing Pt-PAMAM onto CN
b). Pt-PAMAM/CNTs heterostructures were attached covalently via EDC, Pt-P

oated electrode was dried at room temperature and then kept
nder dry conditions at 4 ◦C before use.

. Results and discussion

.1. Electron micrographs of the Pt-PAMAM/CNTs
eterostructures

A key element for the exploration of the nanoparticles–CNTs
omposites as sensing or catalyst materials is the ability in effec-
ive and controllable assembly of nanoparticles on the surface of
NTs, which is the focus of the present work. As demonstrated
reviously, the oxidation procedure used for treating carbon nan-
tubes, mainly to remove metal catalyst and amorphous carbon,
lso results in partial oxidation of the carbon atoms to pro-
uce oxygen-containing groups (such as carboxylic acid groups)
specially in the open ends of the nanotubes. These groups elec-
rostatically and covalently interact with the Pt-PAMAM. TEM
Fig. 2a) showed well-organized nanosized platinum nanopar-
icles, with a particle diameter of approximately 3 nm and a
arrow distribution on the surface of CNTs. This demonstrates
he assembly route linked via EDC is effective and controllable
or the assembly of the monolayer-caped platinum nanoparticles
n CNTs. Similar results have been reported in the literature
33,34].

.2. Multilayers assembling and characterization

Microelectrophoresis measurements were conducted to qual-
tatively follow adsorption of the layers on the CNTs templates.
he ζ-potentials of the hybrid layer were calculated from
he mobilities that were measured after deposition of each
ayer. Fig. 3 shows the ζ-potentials change regularly and alter-
ately as the outmost layer is adsorbed via a layer-by-layer
pproach. Weak positively charged Pt-PAMAM/CNTs showed

a
s
t
o

a) and the layer-by-layer self-assembly of GLDH and Pt-PAMAM onto CNTs
M and GLDH were alternately deposited until suitable layers were obtained.

ζ-potential of 3.09 mV. Subsequent adsorption of GLDH
nzyme resulted in ζ-potential of about −14.55 mV. Further
epositions cause the ζ-potentials to alternate in sign from pos-
tive to negative, depending on whether the outmost layer is
LDH or Pt-PAMAM. Alternate adsorption of Pt-PAMAM and
LDH finally got a reversal cyclic change. This provides qual-

tative evidence for the successful adsorption of Pt-PAMAM
positive values) and GLDH (negative values).

HRTEM confirmed the success of the attachment of
GLDH/Pt-PAMAM)n multilayers onto the CNTs. As shown in
ig. 2(b), it can be seen that almost all of the tubes were evenly
oated with (GLDH/Pt-PAMAM)n layers, and the thickness
f the (GLDH/Pt-PAMAM)n layers is about 10 nm. HRTEM
mages provide strong evidence for the formation of LbL
anocomposite.

.3. Electrochemical study of the
GLDH/Pt-PAMAM)3/CNTs/GCE biosensor

To demonstrate the function of CNTs and Pt-PAMAM
n the process of electrocatalytic process, different elec-
rode has been prepared. Fig. 4 depicts the oxidation of
lutamate at the GLDH/Pt-PAMAM/CNTs/GC (curve 4), Pt-
AMAM/CNTs/GC (curve 3), CNTs modified (curve 2) and
are GC (curve 1) electrodes in the PBS (pH 7.4) containing
.1 M NAD+. Glutamate dehydrogenase occurs irreversibly with
large overpotential at the bare electrode (curve 1), indicating

he slow electron transfer rate at bare GC electrode. The CNTs
r/and Pt nanoparticles modified electrodes show low overpoten-
ial and high current density (curves 2–4), suggesting that CNTs
nd Pt nanoparticles have promotion effect on the electrocat-

lytic activity of GLDH to the oxidation of glutamate [17]. The
uperior promotional effect of CNTs and Pt-PAMAM to the elec-
rocatalytic activity of GLDH, when compared with other forms
f carbon, such as GC and ACP, may be due to their small dimen-
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Fig. 3. ζ-Potentials changed as the multilayers were alternatively adsorbed via
a layer-by-layer approach.

Fig. 4. The cycle voltammograms of (GLDH/Pt-PAMAM)n/CNTs nanostruc-
ture assembled onto GC electrode in pH 7.4 PBS 0.1 mM NAD+ and 0.1 mM
glutamate. The numbers (1, 2, 3, 4) refer to the bare GCE, CNTs/GCE, Pt-
PAMAM/CNTs/GCE, GLDH/Pt-PAMAM/CNTs/GCE, respectively.
ig. 2. HRTEM image of CNTs incorporated with Pt-PAMAM (a), and
GLDH/Pt-DENs)3/CNTs hybrid nanocomposite (b). Inset: A magnified image
f the Pt-PAMAM/CNTs heterostructure.

ion, their unique chemical structure, their distinctive electronic
haracteristics, and their high electrical conductivity, and impor-
antly, also to some oxygen-contained groups present on their
urface [35], even though the exact reason is not fully understood
t the present time [36].

The layer number of the self-assembled nanocomposite had
n important effect on sensitivity of the sensor. In this exper-
ment, we found that with the increasing of layer numbers of
nzyme, the oxidation peak potential stayed at 0.2 V and the cur-
ent response increased gradually, but the response time would

lso be increased. So the Pt-PAMAM/GLDH)3/CNTs/GC elec-
rodes were selected for the electrochemical measurements.

Fig. 5 shows the electrocatalytic behavior of the (Pt-
AMAM/GLDH)3/CNTs nanocomposite modified GC elec-

Fig. 5. The cycle voltammograms for oxidation of glutamate at (GLDH/Pt-
PAMAM)3/CNTs nanocomposite modified GC electrode in pH 7.4 PBS
containing 0.1 mM NADH at different scan rates: 50, 80, 100, 120 and 150 mV/s.
Inset: The relationship between the peak currents and square root of potential
scan rate.
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rode that changes with the scan rate. With the scan rate
ncreasing from 50 to 150 mV/s, the peak current increased,
hile the peak potential shifted positively slightly. To confirm

he anodic current response is coming from the enzymatic reac-
ion between GLDH and the substrate glutamate, a comparison
xperiment was performed with the Pt-PAMAM/CNTs/GC elec-
rode and GLDH/Pt-PAMAM/CNTs/GC electrode to glutamate
t the working potential 0.2 V in the presence of NAD+. We
ound that no response was obtained with the Pt-PAMAM/CNTs
C electrode on adding the substrate glutamate, while a very
ood response was obtained with GLDH/Pt-PAMAM/CNTs GC
lectrode. In Fig. 5, one notices that the peak current was lin-
ar with the square root of potential scan rate in a rage from
0 to 150 mV/s (shown in the inset), demonstrating that the
lectrochemical oxidation of glutamate is a diffusion-controlled
rocess at the assembled CNTs.

The effect of pH value on the performance of the (GLDH/Pt-
AMAM)3/CNTs/GCE biosensor has been investigated using
.1 M PBS. It is found that the response of the resulting elec-
rode is pH dependent. The maximum current response of the
nzyme electrode was obtained at pH 7.4. To avoid the inter-
erence from other electroactive species, obtain the maximum
urrent response and keep the good activity, a 0.2 V working
otential and a pH 7.4 were used in the flowing.

The amperometric responses of the (GLDH/Pt-
AMAM)3/CNTs modified biosensor were investigated
y successively adding glutamate at an applied potential of
.2 V versus Ag/AgCl, in a PBS (pH 7.4) supported electrolyte
ontaining 0.1 mM NAD+. It indicates that the (GLDH/Pt-
AMAM)3/CNTs modified biosensor showed an increase
n measured currents with the addition of glutamate. The
esulting calibration curve plot displays linearly from 0.2 up to
50 �M with a correlation coefficient of 0.9992. The lowest
etectable concentration of this biosensor was 10 nM, when the

ignal-to-noise characteristics of these data (S/N ratio) were 3.
lso the time required to reach the 95% steady-state response
f this biosensor was only 3 s.

ig. 6. Amperometric responses of the biosensors upon subsequent additions of
.1 mM l-ascorbic acid (AA), 0.1 mM uric acid (UA), 0.1 mM acetaminophen
AP) and 0.1 mM glutamate (Glu) in PBS (pH 7.4) at 0.2 V vs. Ag/AgCl.
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In real samples, some co-existing electroactive species might
ffect the biosensor response, for example, ascorbic acid (AA),
ric acid (UA), acetaminophen (AP), l-cysteine (l-Cys), etc.
he selectivity and anti-interference advantages are demon-
trated in Fig. 6, which compares amperometric responses for
hree relevant electroactive species (UA, AA, AP, 0.1 mM,
espectively) and l-glutamate (0.1 mM) at a modified GC elec-
rode at a working potential of 0.2 V. The successive addition
f each interfering species brought out fairly discernible current
esponse and a well-defined l-glutamate response was obtained,
hich is largely attributed to the low working potential of 0.2 V
sed in the determination of glutamate. Reproducibility of the
iosensor system was evaluated from the response for 10 �M
lutamate at 10 different biosensors and an acceptable R.S.D.
alue of 4.8% was observed. We stored the enzyme electrode
nder 4 ◦C for 4 weeks, and the sensitivity of electrode was
educed to 85% of our former assay. These results indicate the
uitability of the nanocomposite modified glutamate biosensor
o practical applications.

. Conclusion

In this work, we presented a novel amperometric glu-
amate biosensor based on functionalized carbon nanotubes
y alternatively electrostatic or/and covalently self-assembling
t-PAMAM and GLDH layers on CNTs surface. The LbL film-
odified enzyme sensors have been shown to exhibit a good

eproducibility, stability and high sensitivity, which can effi-
iently preserve the activity of enzyme molecules and prevent
nzyme leaking. The fabrication method of biosensor opens
new opportunity for the development of simple and reliable

ther enzymes. Moreover, the film is expected to have potential
pplications in the construction of screen-printed biosensor, in
irtue of many advantages such as ease of fabrication, enhanced
lectrocatalysis, etc.
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30] L. Svobodova, M.Š. Nejdárkova, K. Tóth, R.E. Gyurcsanyi, T. Hianik,

Bioelectrochemistry 63 (2004) 285.
31] M. Zhao, R.M. Crooks, Angew. Chem. Int. Ed. Engl. 38 (1999) 364.
32] H.C. Yoon, H.S. Kim, Anal. Chem. 72 (2000) 922.
110 (2006) 17478.
34] H. Zhu, Y. Zhu, X. Yang, C. Li, Chem. Lett. 35 (2006) 326.
35] C.X. Cai, J. Chen, Anal. Biochem. 325 (2004) 285.
36] S.N. Liu, C.X. Cai, Electroanal. Chem. 602 (2007) 103.



A

c
d
p
i
A
©

K

1

p
T
d
a
a
F
t
A
r
T
c
f
w
d
p
c

0
d

Talanta 73 (2007) 471–475

New tetrazolium method for phosphatase assay using ascorbic
acid 2-phosphate as a substrate

Tadayuki Tsukatani a,∗, Seiji Ide a, Masashi Ono a, Kiyoshi Matsumoto b

a Biotechnology and Food Research Institute, Fukuoka Industrial Technology Center, Kurume 839-0861, Japan
b Division of Food Biotechnology, Department of Bioscience and Biotechnology, Faculty of Agriculture,

Graduate School Kyushu University, Fukuoka 812-8581, Japan

Received 19 January 2007; received in revised form 10 April 2007; accepted 10 April 2007
Available online 24 April 2007

bstract

A new method to assay alkaline and acid phosphatases assay using ascorbic acid 2-phosphate (AsA-P) and ditetrazolium salt nitroblue tetrazolium
hloride (NBT) was developed. AsA-P is hydrolyzed in the presence of phosphatase to yield ascorbic acid. In turn, the ascorbic acid reduces NBT
irectly or indirectly, opening the tetrazole ring to produce an insoluble formazan as a colored precipitate. The proposed method for alkaline

hosphatase was compared with a conventional method in which 5-bromo-4-chloro-3-indolyl phosphate (BCIP) is used in combination with NBT
n the dot blots of a dilution series of �-lactoglobulin. AsA-P reduced NBT more effectively than BCIP in the presence of alkaline phosphatase.
sA-P could be also used as the chromogenic substrate for an acid phosphatase assay in the presence of phenazinium methylsulfate and NBT.
2007 Elsevier B.V. All rights reserved.
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. Introduction

Phosphatase is an enzyme that catalyzes the removal of
hosphate ions from aliphatic and aromatic phosphate esters.
here are two main groups of phosphatases, acid and alkaline
epending on their optimum pH. It was reported that potent
cid phosphatase (ACP) activity is found in osteoclasts, and
lkaline phosphatase (ALP) activity is found in osteoblasts [1].
ollowing this report, various studies of phosphatase activi-

ies associated with osteocytes have been reported, and the
CP activity of osteoclasts was shown to be of the type that

etains phosphatase activity in the presence of tartrate [2,3].
he tartrate-resistant ACP activity is now a requisite for osteo-
lasts. ALP is bound to the membrane of the osteoblast and
unctions to enhance osteogenesis by degrading pyrophosphate,
hich inhibits crystallization at the calcification site, and by

egrading organic phosphate esters to increase the inorganic
hosphate concentration. Therefore, ALP is known as a spe-
ific marker of osteogenesis in the cycle of bone metabolism.

∗ Corresponding author. Fax: +81 942 30 7244.
E-mail address: tukatani@fitc.pref.fukuoka.jp (T. Tsukatani).
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unostaining; Tetrazolium salt

ecause bone metabolism is composed of mutually balanced
steogenesis and bone resorption, simultaneous estimation with
wo enzyme makers is deemed useful [4,5].

In addition, ALP is intensively used as active label in
mmunohistology, immunoblotting and enzyme immunoassay
6,7]. The popularity of ALP assays is based on its high turnover-
ate, good stability, and the large number of commercially
vailable ALP-conjugated immunoreagents. The broad substrate
pecificity of ALP accounts for the large variety of these assays.
hromogenic substrates for ALP include halogenated indolyl
hosphates, which are hydrolyzed in the presence of ALP to
ield an indigo dye. In turn, the indigo dye reduces a tetrazolium
alt, opening the tetrazole ring to produce an insoluble formazan
hat combines with the indigo dye to form a colored precipitate
8]. The ditetrazolium salt nitroblue tetrazolium chloride (NBT)
nd 5-bromo-4-chloro-3-indolyl phosphate (BCIP) are the most
idely used chromophores for localizing phosphatase activity

9,10].
We replaced BCIP by ascorbic acid 2-phosphate (AsA-P)
or ALP assay. Although AsA-P is used for ALP assays elec-
rochemically and chemiluminescently [11–13], AsA-P has not
een applied to the staining method. In this paper, we report sev-
ral advantages of the staining method using the combination of
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sA-P and NBT. The proposed method was applied to the dot
lots of a dilution series of �-lactoglobulin and compared with
he BCIP/NBT method. In addition, AsA-P could be also used
s the chromogenic substrate for ACP assay in the presence of
henazinium methylsulfate (PMS) and NBT.

. Experimental

.1. Reagents

Alkaline phosphatase (ALP, EC 3.1.3.1, from calf intes-
ine) was obtained from Roche (Basel, Switzerland). Acid
hosphatase (ACP, EC 3.1.3.2, from potato), 2,3-bis(2-methoxy-
-nitro-5-sulfophenyl)-2H-tetrazolium-5-carboxanilide (XTT)
nd phenazinium methylsulfate (PMS) were bought from
igma (St. Louis, MO, USA). Ascorbic acid 2-phosphate
AsA-P) and N,N,N′,N′-tetramethylethylenediamine (TEMED)
ere purchased from Wako Pure Chemicals Industries,
td. (Osaka, Japan). 3,3′-[3,3′-Dimethoxy-(1,1′-biphenyl)-
,4′-diyl]-bis[2-(4-nitrophenyl)-5-phenyl-2H-tetrazolium chlo-
ide] (NBT), 5-bromo-4-chloro-3-indolyl phosphate (BCIP),
-(4,5-dimethylthiazol-2-yl)-2,5-diphenyltetrazolium bromide
MTT), and N-cyclohexyl-2-hydroxy-3-aminopropanesulfonic
cid (CAPSO) were bought from Dojindo (Kumamoto, Japan).
itrocellulose membrane (Hybond-P®) was obtained from GE
ealthcare Bio-Sciences (Piscataway, NJ, USA). A milk pro-

ein Western blot kit (�-lactoglobulin) was purchased from
orinaga Institute of Biological Science (Yokohama, Japan).

he kit consists of �-lactoglobulin and the primary rabbit anti-
ody. A VECTASTAIN® ABC-AP Rabbit IgG kit was bought
rom Vector Laboratories Inc. (Burlingame, CA, USA). The
ECTASTAIN® ABC system can be used to detect antigens
ound to the nitrocellulose membrane after they have been dot-
lotted. All other chemicals were of analytical reagent grade and
ere used without further purification.

.2. Microtiter plate assay for ALP and ACP activity

In the ALP assay, the buffer solution containing 0.45 mM
etrazolium salt, ALP (0–4.6 �g), and TEMED (0–100 mM) as
final concentration in a total volume of 45 �l was added to each
ell of a 96-well microtiter plate. Then, 5 �l of AsA-P solution

0.4–70.0 mM) was added to the well and incubated at 30 ◦C for
min. Tris–HCl buffer (0.1 M, pH 8.0–9.0) and CAPSO buffer

0.1 M, pH 9.5–10.0) were used as the reaction buffer. NBT and
TT were used as the tetrazolium salt to form the insoluble and

oluble formazans, respectively. The formation of formazan was
easured as absorbance at 530 nm for NBT or 470 nm for XTT
ith a microplate reader (VersaMax, Molecular Devices Co.,
unnyvale, CA, USA).

In the ACP assay, 0.1 M tartrate buffer (pH 4.5) con-
aining 0.45 mM tetrazolium salt, ACP (0–2.7 mg), and PMS
0–200 �M) as a final concentration in a total volume of 45 �l

as added to each well of a 96-well microtiter plate. Then, 5 �l
f AsA-P solution (70 mM) was added to the well and incu-
ated at 37 ◦C for 20 min. NBT, MTT, and XTT were used
s the tetrazolium salt to form the insoluble and soluble for-

s
C
N
r
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azan, respectively. The formation of formazan was measured
s absorbance at 530 nm for NBT, 570 nm for MTT, or 470 nm
or XTT.

.3. Staining procedure for ALP and ACP activity

Serial dilutions of ALP and ACP were adsorbed onto the
itrocellulose membranes. The membranes were dried at 5 ◦C,
nd then incubated with the substrate solution for the enzyme
AsA-P/NBT or AsA-P/PMS/NBT solution) for 2 min. Finally,
he membranes were washed three times for 5 min and allowed
o dry.

.4. Dot blot of β-lactoglobulin

Serial dilutions of �-lactoglobulin were adsorbed onto the
itrocellulose membranes. The membrane were dried, rehy-
rated, and blocked for 1 h in 20 mM Tris–HCl buffer (pH
.4) containing 500 mM NaCl, 1% casein, 0.05% Tween-20 and
.1% bovine serum albumin. Then, the membranes were incu-
ated for 1 h in primary rabbit antibody (0.5 �g/ml) diluted with
he blocking solution. Finally, the membrane was washed three
imes for 5 min each.

The following procedure is suggested as a guideline for the
se of VECTASTAIN® ABC-AP kit. The membranes were
ncubated for 30 min in a biotin-labeled secondary antibody,
hich was biotinylated anti-rabbit IgG, and then washed three

imes for 5 min each. This introduces many biotins into the sec-
ion at the location of the primary antibody. The membranes
ere incubated in the avidin:biotinylated ALP complex for
0 min and then washed three times for 5 min each. In the last
tep of the procedure, the membranes were incubated with the
ubstrate solution (AsA-P/NBT or BCIP/NBT solution) after
mmersion in 0.1 M CAPSO buffer (pH 10.0). Color develop-

ent was halted after exactly 5 min by removing the substrate
olution and washing the membranes with copious distilled
ater.

. Results and discussion

.1. Optimization of ALP assay

Although the tetrazolium method for ALP activity using
sA-P and NBT gives insoluble formazan on the nitrocellu-

ose membranes, it is thought that the precipitate formed in
he solution and its adsorption to the surface of a microplate
t the initial reaction process (within 20 min) can be ignored in
relative comparison of AsA-P and BCIP. Therefore, the spec-

rophotometric measurement for ALP activity can be performed
n the microtiter plate to determine the optimum condition of
he AsA-P/NBT staining procedure. First, in order to obtain the

aximum sensitivity of the AsA-P/NBT staining procedure for
LP activity, the effect of pH on the reduction rate of NBT was
tudied using 0.1 M Tris–HCl buffer (pH 8.0–9.0) and 0.1 M
APSO buffer (pH 9.5–10.0). As shown in Fig. 1, the rate of
BT reduction was promoted by increasing the pH, and the

eaction was finished in about 5 min at pH 10.0 in the presence
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Fig. 3. Effect of concentrations of AsA-P (A) and BCIP (B) on the reduction
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ig. 1. Effect of pH on the reduction rate of NBT in ALP assay. 0.1 M Tris–HCl
uffer: (�) pH 8.0; (�) pH 8.5; (�.) pH 9.0. 0.1 M CAPSO buffer: (�) pH 9.5;
©) pH 10.0.

f ALP at 2.3 �g/well, 0.7 mM AsA-P, and 0.4 mM NBT. We
elected 0.1 M CAPSO buffer (pH 10.0) in consideration of the
ptimum pH (8.5–10.0) of ALP activity.

It was reported that dehydroascorbic acid is reduced to ascor-
ic acid by TEMED [14,15]. Thus, it was thought that the rate of
BT reduction might be promoted by the addition of TEMED.
he effects of the concentration of TEMED on the reduction

ate of NBT at pH 8.0 and 10.0 were investigated (Fig. 2). The
mount of formazan formed from NBT increased sharply with
ncreasing concentration of TEMED at pH 8.0, although the
eduction rate was hardly promoted at pH 10.0. NBT can be
educed directly by ascorbic acid, provided that the stoichio-
etric ratio is above 40:1 in favor of ascorbic acid at pH 7.8

14]. However, in the presence of TEMED, much lower concen-
rations of ascorbic acid are able to reduce NBT. These results
how that the reduction of NBT can be done effectively in the
resence of TEMED at weakly alkaline conditions. Therefore,
he addition of TEMED is effective when the reaction must be
one under weakly alkaline conditions.
In Fig. 3(A) and (B), the proposed method is compared
ith the BCIP/NBT method. The reduction rate of NBT was
easured in the presence of AsA-P or BCIP in the range of

ig. 2. Effect of concentration of TEMED on the reduction rate of NBT in ALP
ssay. TEMED concentration (mM) at pH 8.0: (×) 0; (�) 9; (©) 27; (�) 45;
♦) 90. TEMED concentration (mM) at pH 10.0: (*) 0; (�) 9; (�) 27; (�) 45;
�) 90.
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ate of NBT in ALP assay. AsA-P and BCIP concentration (mM): (×) 0.04; (*)
.07; (�) 0.18; (�) 0.35; (©) 0.53; (�) 0.70; (�) 1.75; (�) 3.50; (♦) 5.25; (�)
.00.

.04–7.0 mM. At low concentrations, the initial rate of NBT
eduction with BCIP was higher than that with AsA-P. The Km
alues were 2.3 × 10−4 and 2.1 × 10−5 M for AsA-P and BCIP,
espectively. The yielded absorbance, however, was consider-
bly higher with the proposed method at higher concentrations
>0.35 mM). In addition, the initial rate of NBT reduction
ncreased with increasing concentration of AsA-P. In con-
rast, both the initial rate and the yielded absorbance decreased
ith increasing concentration of BCIP (>0.7 mM). From these

esults, it appears that AsA-P is superior to BCIP in the reduc-
ion of NBT above a certain concentration (>0.35 mM). This
eaction depends on the hydrolyzation reaction of substrate by
LP and the reduction reaction of NBT with the hydrolysates.
lthough the hydrolyzation rate of AsA-P is lower than that of
CIP, it is thought that the reduction efficiency of NBT with the
ydrolysate of AsA-P is much higher than that with BCIP. The
uitability of AsA-P for ALP assay mainly reflects a difference
n the reduction efficiency of NBT with the hydrolysate between
sA-P and BCIP.
Instead of NBT, XTT and MTT were used as the tetrazolium

alt to form the soluble formazan to accomplish the spectropho-
ometric measurement for ALP activity (data not shown). XTT

ould react with AsA-P more effectively than MTT in the pres-
nce of ALP. A linear relationship between the absorbance
XTT-formazan) and the amount of ALP was observed between
.02 and 4.60 �g/well with a correlation coefficient of 0.9979
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method, the BCIP/NBT solution for ALP activity is used. On
the other hand, the combination of 6-bromo-2-phosphohydroxy-
3-naphthoic acid-o-anisidide (naphthol-AS-Bl-phosphate) and
diazomium salt (Fast Red Violet LB) is used for the ACP stain-
ig. 4. Effect of concentration of PMS on the reduction rate of NBT in ACP
ssay. PMS concentration (�M): (�) 0; (�) 9; (�) 27; (©) 45; (�) 90; (�) 180.

n = 10). Therefore, the utilization of XTT is effective when ALP
ctivity is measured spectrophotometrically.

.2. Optimization of ACP assay

We tried to apply the AsA-P/NBT method to the measurement
f ACP activity. However, the reduction of NBT by AsA hardly
ccurs under acidic conditions. Although the effect of TEMED
n the reduction rate of NBT in the presence of AsA-P and ACP
t pH 4.5 was investigated like the ALP assay, the addition of
EMED slightly promoted NBT reduction under acidic condi-

ions (data not shown). It is reported that NBT in the presence
f PMS reacts with the NADPH produced by dehydrogenases
o produce an insoluble formazan [16]. Therefore, the effect of
MS as an electron-coupling agent on the reduction of NBT
y AsA was studied. As shown in Fig. 4, the reduction rate
f NBT was markedly promoted by increasing the concentra-
ion of PMS in 0.1 M tartrate buffer (pH 4.5) containing ACP
2.7 mg/well), 7.0 mM AsA-P and 0.4 mM NBT. Because the
eactivity of the ascorbic acid with NBT is relatively low under
cidic conditions, it is thought that PMS functions effectively
s the electron-coupling agent in the reduction of NBT. On the
ther hand, TEMED functions as an electron donor on the reduc-
ion of dehydroascorbic acid to reproduce ascorbic acid in the
BT reduction under weakly alkaline conditions. We decided to

dd PMS at the final concentration of 180 �M for the ACP assay.
-Methoxy-PMS also could be applied to the reduction reaction
f NBT by AsA as the electron-coupling agent, although the rate
f NBT reduction was lower than that obtained by PMS (data
ot shown).

Instead of NBT, MTT or XTT was used as the tetrazolium
alt to form the soluble formazan for the spectrophotometric
easurement for ACP activity (Fig. 5). Although the forma-

ion of formazan was hardly promoted in the absence of PMS,
he addition of PMS potentiated the reduction of XTT or MTT.
owever, the formazan produced from XTT was unstable under

cidic conditions. On the other hand, the formazan generated

rom MTT was stable. The PMS/MTT system is widely used for
he enzymatic determination of ascorbic acid under acidic con-
itions [17]. A linear relationship between the absorbance and
he amount of ACP was obtained between 0.27 and 2.70 mg/well
ig. 5. Effect of concentration of PMS on the reduction rate of MTT and XTT in
CP assay. PMS concentration (�M) with MTT: (�) 0; (�) 45; (�) 180. PMS
oncentration (�M) with XTT: (�) 0; (©) 45; (�) 180. Absorbance: MTT,
70 nm; XTT, 470 nm.

ith a correlation coefficient of 0.9968 (n = 8) when MTT was
sed as the tetrazolium salt.

.3. Dot blot of ALP and ACP activity

The activities of serial dilutions of ALP and ACP adsorbed
nto the nitrocellulose membranes were visualized with the
ubstrate solution (AsA-P/NBT or AsA-P/PMS/NBT solution).
ig. 6 shows dot blots of a dilution series ranging from 0.022

o 2.20 ng of ALP and 0.015 to 1.50 �g of ACP. The inten-
ity of color development increased with increasing amount of
nzymes. These results showed that the activities of ALP and
CP could be visualized semi-quantitatively with the proposed
ethod. The color of the formazan obtained in the presence of
sA-P, NBT, and ALP was blue-purple. On the other hand, the

olor of the formazan produced in the presence of AsA-P, PMS,
BT, and ACP was red-purple.
Because bone metabolism is composed of balanced osteo-

enesis and bone resorption, simultaneous estimation for ALP,
n enzyme marker of osteoblasts, and tartrate-resistant ACP, an
nzyme marker of osteoclasts, is deemed useful [4,5]. Recently,
double staining method for ALP and tartrate-resistant ACP
as developed [18], allowing both ALP and ACP activities

n cells to be stained simultaneously for comparison. In this
Fig. 6. Dot blots of a dilution series of ALP (A) and ACP (B).
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ig. 7. Comparison of BCIP/NBT method (A) and AsA-P/NBT method (B) in
ot blots of a dilution series of �-lactoglobulin.

ng method. In the proposed method, both ALP and ACP activity
an be measured by the combination of AsA-P and NBT.

.4. Dot blot of β-lactoglobulin

In Fig. 7, the staining intensity obtained with the BCIP/NBT
ethod is compared with that obtained by the AsA-P/NBT
ethod. The figure shows dot blots of a dilution series ranging

rom 0.5 to 25.0 ng of �-lactoglobulin. Two series of dots were
ybridized in the same bag with the primary rabbit antibody, the
iotin-labeled secondary antibody, which was biotinylated anti-
abbit IgG, and the avidin:biotinylated enzyme complex, and
ubsequently detected separately with the conventional method
r the proposed method. Fig. 7 shows that color development
ith the proposed method is faster than with the BCIP/NBT
ethod. The detection limit in the detection time of 5 min was

.02 ng for �-lactoglobulin. It took only about 30 s to visualize
blotted dot containing 25.0 ng of �-lactoglobulin.

. Conclusions

A new method for phosphatase assay using AsA-P and NBT
as developed and its efficiency was demonstrated. For the ALP

ssay, the proposed method was compared with a traditional
ethod (BCIP/NBT) in the dot blots of a dilution series of
-lactoglobulin. The color development with the AsA-P/NBT
ethod was faster than that with the BCIP/NBT method. The

etection limit in the detection time of 5 min was 0.02 ng for

-lactoglobulin.

In addition to sensitivity, the AsA-P/NBT reaction for
LP-conjugated antibodies offers other several advantages in

omparison with the BCIP/NBT method. BCIP is relatively

[

[

73 (2007) 471–475 475

xpensive, whereas AsA-P is very cheap. Furthermore, BCIP
s slightly hazardous in case of skin contact (irritant), eye con-
act (irritant), or ingestion, whereas AsA-P is harmless to human.
he stability of AsA-P may be very high because it is reported

hat the introduction of the phosphoric group in the 2-position
rotects the molecule from a break-up of the enediol system [19].
herefore, AsA-P is widely used in various types of cosmetic
roducts. Although the solubility of BCIP in water is relatively
ow, AsA-P has a high solubility in water. Thus, organic solvents
uch as DMF need not be used to dissolve the reagents in the
ase of AsA-P. It is thought that AsA-P has advantages from the
iewpoint of the users.

Furthermore, AsA-P could be also used as the chromogenic
ubstrate in the presence of PMS for the ACP assay. PMS func-
ions effectively as the electron-coupling agent in the reduction
f NBT under acidic conditions. The proposed method may
e applied for the staining of ALP and ACP in bone-related
ells, and the detection of proteins, DNA, and RNA on Western,
outhern and Northern blots, respectively.

eferences

[1] M.S. Burstone, J. Histochem. Cytochem. 7 (1959) 39.
[2] F.R. van de Wijngaert, E.H. Burger, J. Histochem. Cytochem. 34 (1986)

1317.
[3] M.H. Helfrich, C.W. Thesingh, R.H. Mieremet, A.S. van Iperen-van Gent,

Cell Tissue Res. 249 (1987) 125.
[4] R.H. Christenson, Clin. Biochem. 30 (1997) 573.
[5] E. Bonucci, A. Nanci, Ital. J. Anat. Embryol. 106 (2001) 129.
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bstract

The optimization and application of gas chromatograph coupled with inductively coupled plasma mass spectrometer (GC–ICPMS) (equipped
ith a commercially available interface) for the speciation of butyltin compounds in freshwater origin sediment and mussel samples is described.
ptimization focused on the system parameters that have the greatest effect on signal intensity such as plasma power, ion lenses and make up
as flow (in the interface). Xenon (Xe) containing argon gas (Ar) was applied as tuning gas providing continuous Xe signal for the optimization
f system parameters. It was found that plasma power and make up gas are interrelated variables and provide a set of paired optimum values at
ach power settings. The absolute optimum values obtained at 800 W plasma power and 1.2 L min−1 make up gas flow rate when 7 mm sample
epth was adjusted. The optimum settings obtained were then checked by means of a test solution (tetraethyltin dissolved in hexane). Same
ptimum conditions were found when tin (Sn) transient signals were monitored. Detection limits were calculated for the three species using the
ptimized system parameters. Detection limits are the following: for monobutyltin (MBT) 5.6 ng Sn kg−1, for dibutyltin (DBT) 6.6 ng Sn kg−1

nd for tributyltin (TBT) 3.4 ng Sn kg−1 obtained. Determination of the butyltin compounds were carried out by means of species-specific isotope
ilution analysis. The spike solution contained all species investigated but with altered isotopic composition. Each species were enriched in their
19Sn isotope. Concentrations found in Hungarian freshwater origin mussel and sediment samples ranged between 19 and 39 ng g−1for MBT,
etween 1.2 and 6.3 ng g−1 for DBT and between 1.2 and 3.2 ng g−1 for TBT indicated as Sn in dry weight. Validation of the method was done by
eans of certified reference materials (BCR CRM 646 and 477). Good agreement was found between certified and experimental values. Normalized
eviation (En) was also computed in order to validate the method used. En values obtained ranged between 0.07 and 0.11 for mussel samples and
etween 0.26 and 0.72 for sediment samples. These values show that isotope dilution–GC–ICPMS methodology is valid for the determination of
BT, DBT and TBT from both types of matrices.
2007 Elsevier B.V. All rights reserved.
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eywords: Freshwater origin samples; Xe as tuning gas; Butyltin compounds;

. Introduction

Organotins are widespread as pesticides, additives in anti-
ouling paints, preservatives in wood, textile, paper and leather
nd commonly used as heat and light stabilizer in PVC pro-
uction [1,2]. Tributyltin (TBT) and its degradation products

dibutyltin and monobutyltin) persist in the environment (in
ater and particularly in sediments) where they are con-

entrated. Toxic effects of organotin compounds on aquatic

∗ Corresponding author. Tel.: +36 1 4826164; fax: +36 1 4664272.
E-mail address: marta.uveges@uni-corvinus.hu (M. Üveges).
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GC–ICP–MS

rganisms and mammals are well known and also have great con-
ern on humans [3,4]. Due to the fact that organotin compounds
ave high bioaccumulation potential control of contamination
evels in environmental samples is necessary. As a consequence,
ifferent water quality criteria and several legislative restrictions
ave been adopted in order to control the usage of especially
BT. Directives have been also adopted in the EU in order to
liminate several toxic substances from the environment includ-
ng TBT and its degradation products. Commission Directive

002/62/EC prohibited the use of organotin compounds as bio-
ides in antifouling paints in all craft, and in marine, costal,
stuarine and inland waterways and lakes [5]. A priority list
f pollutants has been established in Decision 2455/200/EC in
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rder to eliminate within twenty years the emission of toxic
nthropogenic pollutants to the aquatic environment [6].

Researchers have studied for many years the determination
f such compounds in different kinds of matrices. Quantifica-
ion of organotin compounds in environmental samples has been
onsidered a complex task, since they show instability and have
ow concentration levels in environmental matrices. Therefore,
ighly sensitive hyphenated techniques are demanded for the
etermination of these species. Nowadays, the most commonly
sed hyphenated techniques involve gas chromatography (GC)
r high performance liquid chromatography (HPLC) for the sep-
ration of the species and an element selective detector such as
ED [7–9], AAS [10] or ICPMS [11–15,24–29].
Within the analysis initial sample preparation procedure

as considered to be one of the most critical steps. Sev-
ral limitations regarding efficiency of recovery and quality
n species preservation remain at this level. Different extrac-
ion and derivatization techniques have been developed for the
etermination of organotin compounds in environmental sam-
les. These techniques were developed taking into account more
fficient recovery of the species, amount of solvent used, time
onsumption [16–22,35] and/or simultaneous determination of
rganometallic species [23,24]. Furthermore, recent studies
how that possible species degradation and/or interconversion
ay occur during the initial sample preparation procedure that

an be followed up and corrected with the help of isotope dilution
nalysis [25–27].

In recent years, the number of reports on the use of
C–ICPMS for the determination of organotin species has
een continuously growing [28]. This refers to the fact that
C–ICPMS hyphenation is one of the most adequate techniques

ble to fulfil the above-mentioned requirements. Indeed, it pro-
ides sensitivity that few other techniques can offer and allows
imultaneous multi-isotopic detection in a single run. Due to
he isotopic information of the element of interest isotope dilu-
ion techniques may be applied as calibration method providing
eliable results with good precision [29].

Optimization of ICP–MS parameters is indispensable in order
o make efficient experiments. During common multielemen-
al measurements system parameters that affect the most the
ignal of an element, are optimized with the help of a tuning
olution (containing the corresponding elements in a given con-
entration). The system can be also specifically tuned in order
o make it more sensitive to a given element. For instance, for
he optimization of selenium detection Etxebarria et al. [30]
pplied an experimental design (full factorial design) to obtain
uch instrumental conditions that define the maximum response.
hey concluded that all the variables (e.g. power supply, sam-
le depth, auxiliary flow rates) show significant effect on the
esponse.

In spite the relevancy and good capability of GC–ICPMS
yphenation system parameters must also be optimized pur-
osely to obtain the advantages this system provides. Since the

ay of sample introduction is different in the case of GC–ICPMS

ompared to common solution nebulization–ICPMS the opti-
al operating conditions are also proven to be very different

31]. It is due to the fact that in the latter case dry plasma is

T
3
m
I
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enerated as gaseous samples are introduced to the plasma.
ince GC–ICPMS coupling provides transient signals opti-
ization procedures based on these signals would be time

onsuming. A continuous signal is required in order to man-
ge optimization of system parameters. For this purpose Kim et
l. [32] applied vapour mercury as continuous signal. Beside
he fact that careful treatment is necessary working with
g, memory effect might take place if mercury itself is the

nalyte.
Argon dimers (Ar2

+) can also be monitored in ICPMS appli-
ation in order to correct for long-term instrumental drift and to
se it as instrumental standard [33]. Moreover, Encinar et al. [14]
ave applied 40Ar2

+ for optimization of ion lens in GC–ICPMS
pplication. They concluded that the optimum plasma and
on lens conditions obtained with nebulization differed greatly
rom the optimum conditions achieved with a dry plasma
et-up.

A more widely used continuous signal in dry plasma appli-
ations is xenon (Xe) that can be mixed into the GC carrier
as [34,35], introduced to the system with the make up gas
36] or can be found as a trace contaminant gas in the Ar sup-
ly [37]. In the referred research works Xe was applied as an
nternal standard for peak area correction (corrected for instru-

ental drift) and for the optimization of instrumental operating
onditions.

This paper reports the results of the optimization of
C–ICPMS as a detection system for the speciation analysis
f butyltin compounds applying isotope dilution analysis for
uantification. Furthermore, the application of the method is
hown for the analysis of Hungarian environmental sediment
nd mussel samples. To the best of our knowledge data are
rst reported on butyltin determination in Hungarian freshwater
nvironmental samples in present study.

. Experimental

.1. Chemicals and reagents

All solvents and reagents were of analytical-reagent grade.
or the optimization of system parameters 1% xenon (Xe) in
rgon (Ar) gas was obtained from Messer (Budapest, Hun-
ary). Analytical standards such as monobutyltin trichloride
MBT, 95%), dibutyltin dichloride (DBT, 96%), tributyltin chlo-
ide (TBT, 96%) and tetraethyltin (TeEtT, 97%) were obtained
rom Sigma–Aldrich (Budapest, Hungary). The spike solu-
ion containing a mixture of MBT, DBT and TBT enriched in
19Sn was supplied by ISC-Science (Gijon, Spain). This spike
olution is certified both in isotopic composition and concen-
ration. The isotopic composition for the three main isotopes
s as follows: Sn-118 14.33%, Sn-119 82.40% and Sn-120
.13%. The certified concentrations of the three species were
.121 ± 0.005 �g g−1 as tin for MBT, 0.748 ± 0.009 �g g−1 as
in for DBT and 1.02 ± 0.02 �g g−1 as tin for TBT, respectively.

his enriched butyltin mix was diluted in acetic acid: methanol
:1 (g:g) to the appropriate concentration. Glacial acetic acid and
ethanol was obtained from Merck and Carlo Erba (Milano,

taly). The ethylation of the butyltin species was performed
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sing 2% (w/v) sodium tetraethyl borate (Galab, Geesthacht,
ermany) in 0.2 M NaOH aqueous solution (Merck, Budapest,
ungary). The optimum pH for derivatization was adjusted with

cetic acid (Merck) and sodium acetate (Merck) buffer. Deriva-
ized analytes were extracted into hexane (Merck). Deionised
ater, R > 10 M� (Elgacan Ultrapure, Vivendi Water Systems
td., High Wycombe Bucks, England), was used for preparing

he buffer solution. Amber chromatographic vials with screw
aps (Sigma–Aldrich) were applied for the sample preparation
rocedure.

.2. CRMs and matrices

Certified reference materials BCR CRM 646 and BCR CRM
77 freshwater sediment and mussel tissues were purchased
rom Institute for Reference Materials and Measurements,
RMM (Geel, Belgium). These materials are certified among
thers their butyltin contents. The certified butyltin concentra-
ions for BCR CRM 646 sediment tissue indicated in ng g−1 as
in are the following: MBT 410 ± 69, DBT 394 ± 36 and TBT
95 ± 18 (dry weight, respectively). For the same species the cer-
ified concentrations expressed in ng Sn g−1 in BCR CRM 477
ussel tissue are as follows: MBT 1013 ± 189, DBT 785 ± 61

nd TBT 900 ± 78 (dry weight, respectively).
Since Hungary has become a member of the European Union

nvironmental samples have to be examined for their butyltin
especially TBT) contents. Real freshwater origin environmen-
al samples were analyzed in this manner. These samples were
ollected from the river Danube in Hungary around the area of
he city Paks. Mussel samples (Unio pictorum) are from the main
hannel and from a by-channel of the Danube. Sediment sample
riginates from the stagnant water of the river Danube from the
ame location.

.3. Sample preparation

Extraction and derivatization of organotin compounds from
reshwater origin sediment and mussel samples were performed
n the following way. Weights of 0.25 g of the freeze-dried
amples were accurately measured in a pre-cleaned microwave
essel (in course of sediment) and glass vial (in course of mus-
el). Then, they were spiked with an appropriate amount of the
19Sn-enriched spike solution in order to result approximately
qual concentrations of the spike and the authentic Sn. In each
ase the amounts of sample and spike added were controlled
ravimetrically in order to avoid volumetric errors. Then, imme-
iately 4 mL of an acetic acid and methanol 3:1 mixture was
dded as extraction solution. The final slurries were exposed to
icrowaves at 90 W for 4 min in case of sediment samples, and to

hermostatic bath in case of mussel samples at 37 ◦C for at least
wo hours under mechanical shaking. Both extracts were left to
lutriate and to cool down to ambient temperature at the end of
he extraction procedure. Previous works [25,27,38] have shown

hat this procedure assured quantitative extraction of the butyltin
ompounds from the sediment and mussel without degradation
f the species. Then 300 �L of the liquid phase was ethylated in
7-mL vial using 4 mL of buffer pH 5.4 and 0.5 mL of 2% (w/v)
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odium tetraethyl borate diluted in 0.2 M NaOH. The resulted
lurry was shaken for 10 min manually. The organic layer was
ransferred to a 2-mL vial and stored at −18 ◦C in the dark until

easurement, in both cases. The hexane phase was evaporated
efore injection under a gentle stream of argon in order to obtain
igher intensities.

A standard mixture solution was prepared from stock solu-
ions of the three species (MBT, DBT and TBT) containing
aturally abundant tin isotopes. It was applied for the determi-
ation of mass bias during isotope dilution analysis. The stock
olutions were mixed and diluted in the mixture of acetic acid
nd methanol (3:1). It was followed by a derivatization proce-
ure in the way mentioned before. After 10 min shaking the
rganic layer was then skimmed and transported to a 2-mL dark
ial. Concentrations in the final mixture were obtained about
0 ng g−1 (as Sn) for each species.

A 100 ng g−1 (as Sn) tetraethyl tin (TeEtT) was also prepared
y dissolving it in hexane. It was applied as a test solution for
he optimization of the system parameters.

.4. Instrumentation set-up

An Agilent gas chromatograph Model 6890 (Agilent Tech-
ologies Inc., Tokyo, Japan) equipped with a split/splitless
apillary injector, and a HP-5 capillary column (cross linked 5%
henyl-methyl siloxane, 30 m × 0.32 mm × 0.25 �m thickness)
as used for the separation of the organotin species.
The gas chromatograph was coupled with an Agilent 7500ce

CPMS (equipped with a shielded torch, Agilent Technologies
nc., Waldbronn, Germany) via a commercially available (Agi-
ent) interface. A fused silica capillary is connected to the GC
olumn through a glass connector. The fused silica capillary is
nserted into a silcosteel tube via a metallic T-piece. The eluted
ompounds are transported from the GC column to the ion source
hrough this assemblage. Make up gas surrounds the fused silica
apillary inside the silcosteel tube in order to get optimal cen-
ral gas flow rate. In this system one of the gas channels of the
CPMS was chosen to supply and control the above-mentioned
ake up gas flow. An insulator material covers the transfer line

art of the interface (starts from the top of the oven ends at the
njector part) to keep it at a convenient temperature. The second
art of the interface is the so-called injector. This is a cast-iron
etallic assemblage. A demountable torch is used for this set-up

n which the injector is inserted providing the central channel of
he torch. Both parts (transfer line and injector) are electrically
eated and controlled by the GC in order to avoid condensation
f the eluted species.

The GC carrier gas supply line is divided in two parts by a
witching valve. In this way switching between two types of
arrier gases can be worked out. One percent xenon containing
rgon gas was used for the optimization of system parameters
hile the chromatographic separation was carried out by means
f 100% argon gas.
Sediments and biota samples were freeze-dried using a Christ
lpha 1–4 lyophiliser (Christ, Germany). A digitally controlled

mmersion thermostat model GFL Type 1031 (Burgwedel, Ger-
any) was used for the extraction of the organotin compounds
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Table 1
Operating conditions of GC–ICP–MS

Gas chromatograph
Column HP-5 (30 m × 0.32 mm × 0.25 �m)
Carrier gas Ar (15 psi)
GC program 50 ◦C (1 min) to 250 ◦C (1 min) at 30 ◦C min−1

Injector mode Split/splitless
Split time 1 min
Injection temperature 250 ◦C

Interface Fused silica capillary i.d. 0.32 mm
Transferline temperature 250 ◦C
Injector temperature 250 ◦C
Make up gas flow rate 1.2 L min−1

ICP–MS parameters
RF power 800 W
Plasma gas flow rate 15.0 L min−1

Sample depth 7 mm

Extract 1 −180 V (Hard extraction)
Extract 2 −168 V
Omega Bias-ce −40 V
Omega Lens-ce 8.8 V
Cell Entrance −50 V
QP Focus 10 V
Cell Exit −70 V
Octp. Bias −6 V
QP Bias −3 V
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Isotopes monitored 118Sn, 119Sn, 120Sn and 126Xe

rom the biological materials, whereas the extraction from the
ediment was carried out by a microwave oven model MDS-
1D (CEM Corporation, Matthews, NC, USA) equipped with
TFE-PFA vessels.

Operating conditions used for the gas chromatographic sep-
ration and the ICP–MS detection of butyltin compounds is
hown in Table 1. Separation conditions were optimized in a
revious study [14]. In brief, a linear gradient between 50 ◦C
nd 250 ◦C was used at 30 ◦C min−1 with 1 min as initial and
nal time of isotherm conditions. The injector temperature was
aintained at 250 ◦C using split/splitless mode. That means in

plitless mode the valves are closed for 1 min, then the valves
pen and it splits for 2 min. After 2 min it switches to a gas saver
ode. Chromatograms were recorded in time resolved analy-

is mode (measuring 1 point per mass) at 66 ms dwell time per
ass.
A primary method, species-specific isotope dilution (tech-

ique worked out by Encinar et al. [44]) was applied in this work
or the quantitative determination of organotin compounds due
o the high precision capabilities. Isotope ratios in the mixture
ere calculated from the integrated peak areas of the isotopes.
actors (e.g. mass bias and detector dead time) affecting the
ccuracy of the measurement of isotope ratios must be under
ontrol. The only factor influencing the accuracy of tin isotope
atio measurements was found to be mass bias. The correction of
ass bias was fulfilled by external correction procedure based on
he evaluation of the isotope ratio 118/119, 120/119 and 120/118
n a standard mixed solution containing natural isotope abun-
ant species. This solution was analyzed after every triplicate
njections of the sample.
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. Results and discussion

.1. Optimization of GC–ICPMS conditions

As it was already mentioned, the operating conditions of
C–ICPMS coupled system have to be optimized previous to

he measurement. Since no desolvation is taking place with
he introduction of gaseous samples dry plasma is generated.
he optimal system conditions are expected to be different for

his type of plasma compared to wet plasma conditions. The
arameters chosen were conditions which affecting the most the
ignal intensity. These were found to be plasma power, make
p gas flow (surrounds the inert capillary in the interface) and
ampling depth [34–36,39]. Ion lens were also optimized to
et optimal and high intensity signals. Therefore, to study the
ifferent parameters affecting the response of an analyte two
ifferent signals were monitored: a continuous Xe signal pro-
ided by the optional carrier gas and the area of TeEtT (test
olution).

.2. Plasma power and make up gas flow

These two parameters are considered to be interrelated
ariables. At each plasma power settings, series of measure-
ents were performed at make up gas flow rates ranging from

.5 L min−1 to 1.9 L min−1. The profile of the 126Xe signal
ntensity as a function of make up gas and plasma power at
mm sampling depth is shown in Fig. 1. The 3-D column chart
learly shows that the optimum setting was found to be 800 W
t 1.2 L min−1 make up gas flow. It was observed that local opti-
ums were also obtained at each plasma power settings. Going

rom low plasma power settings to high ones the local optimums
ave higher and higher make up gas flow rates (e.g. at 600 W
.0 L min−1, at 700 W 1.1 L min−1, at 800 W 1.2 L min−1, etc.).
his phenomenon may be discussed with the assumption that

he plasma temperature is changing by adjusting these values.
f the power is increased the gas flow must also be increased
n order to prevent the resulting plasma to be too ‘hot’ [31].
specially in the case when dry plasma is applied. If one of the

nvestigated parameters is altered the other one must be resettled
n order to reach the optimal performance again. The absolute
ptimum values were chosen (800 W and 1.2 L min−1) for fur-
her investigation. The same investigation was also carried out
t 5 and 6 mm sampling depths. Diagrams with the same shapes
ere obtained but with less ion intensity. Thus, 7 mm was cho-

en for further investigations. During the optimization procedure
ackground was monitored at m/z 8 and m/z 210. No significant
hanges were observed; it continuously stayed 0–1 counts (at
.1 integration time).

Investigation of the mentioned system parameters was also
arrier out by analysing 100 ng Sn g−1 TeEtT as test solution.
he optimal sample depth (7 mm) was fixed while make up
as flow rate ranged between 1.1 and 1.3 L min−1 at each

lasma power settings. Isotopes 120Sn, 119Sn and 118Sn were
onitored during data acquisition then chromatographic peaks

btained were integrated (total ion current, TIC). It was observed
hat make up gas flow rate and plasma power affected the
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wet plasma measurements are carried out. It is recommended to
choose a value between −15 and −40 V [42] in order to obtain
higher sensitivity. For further investigation −40 V was chosen
for Omega Bias-ce settings.
Fig. 1. Dependency of Xe ion on make up gas flow

eEtT (Sn) signal in the same way resulted congruous opti-
um values (800 W, 1.2 L min−1). Same phenomenon was

ound by other researchers [34,36,40–42] proving the state-
ent that 126Xe isotope can be used for optimization. In this
ay time-consuming transient signal measurements for the
n isotopes at different system parameters may be avoided.
or further analysis these optimal parameters were applied
see Table 1).

Difference in sensitivity was observed when Xe containing
r gas was applied as carrier gas. It caused high suppression
n chromatographic signals. The rate of reduction is more than
0% on peak area of TeEtT. Because of the drastic decrease
f signal intensity, Xe containing Ar gas was only used for
ptimization procedure of system parameters. For the investi-
ation of real samples and CRMs 100% Ar carrier was solely
sed.

.3. Ion lenses

In Agilent 7500ce ICPMS extraction lenses (Extract 1 and
xtract 2) are the first lenses in the assembly and they extract

ons from the plasma. The efficiency of the extraction depends
n the applied voltage on these lenses. If on the first lens (Extrac-
ion 1) low negative potential is set the extraction procedure is
alled ‘hard extraction’, if small positive potential is adjusted
n it is called ‘soft extraction’ [43]. When the tuning proce-
ure was performed manually monitoring 126Xe as analyte ion it
as found that hard extraction settings yielded five times higher

on intensity than obtained with soft extraction settings. There-
ore, optimum values (−180 V in case of Extraction 1 lens and
168 V in case of Extraction 2 lens) were applied during the
easurements.

An initial evaluation on the ion lenses monitoring Xe signal

howed that among the other lenses Omega Bias-ce seems to
ave the greatest effect on signal intensity. It is situated behind
he skimmer cone serving the off-axis section of the ion optics. It

F
a

and plasma power at constant 7 mm sample depth.

ends the trajectory of the ion beam in order to eliminate photons
nd neutrals from passing through. Data was collected by mon-
toring 126Xe signal (0.1 s integration time) at different Omega
ias-ce voltages. In Fig. 2 the contour of Xe signal intensity

hows a plateau from −40 V to −50 V and drops off with 10 V
hange by 40% on both sides of the scale.

The relationship between the Xe signal intensities and the
hromatographic peak areas of TeEtT was also examined in
he case of Omega Bias-ce lens. For this purpose 1 �L of the
00 ng Sn g−1 TeEtT test solution was injected at each Omega
ias-ce lens setting. It can be seen that TeEtT gave maximum

ntensities between −50 and −40 V and drops off with 10 V
hange by 40% on the more positive side of the scale. The
ptimum range of settings obtained in this experiment differs
rom recommended optimum range for Omega Bias-ce when
ig. 2. Omega Bias-ce lens optimization curves for dry plasma monitoring 120Sn
nd 129Xe isotopes.
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Table 2
Determination of MBT, DBT and TBT in BCR CRM 477 (mussel tissue), BCR
CRM 646 (sediment tissue) and real environmental samples by isotope dilution
analysis–GC–ICPMS

Sample MBT DBT TBT

BCR CRM 477
Average (n = 3) 1027 ± 41 790 ± 19 891 ± 17
Certified 1013 ± 192 785 ± 62 901 ± 82

BCR CRM 646
Average (n = 3) 366 ± 23 422 ± 7 200 ± 3
Certified 410 ± 69 394 ± 36 195 ± 18

Sediment (stagnant water) 19.2 ± 0.6 6.26 ± 0.09 1.22 ± 0.02
Mussel (by channel) 38.6 ± 1.6 1.87 ± 0.05 3.17 ± 0.05
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.4. Analytical performance of isotope
ilution–GC–ICPMS

The quantification of the three species (MBT, DBT and TBT)
as carried out with isotope dilution of the species of interest.
herefore, peak area ratios between the tin isotopes (118/119
nd 120/119) were computed, as indicated above. Isotope ratio
recision was obtained by injecting each samples and standards
hree times to the gas chromatograph. Typical relative standard
eviations occurred to be less then 1%, which is in accordance
ith precisions reported by other authors [23,42].
The only factor influencing the accuracy of tin isotope ratio

easurements was found to be mass bias. The correction of
ass bias was fulfilled by external correction procedure based

n the evaluation of the isotope ratios 118/119, 120/119 and
20/118 (using 66 ms integration time) in a standard mixed
olution containing natural isotope abundant species as men-
ioned before. The mixture was analyzed after every triplicate
njections of the sample. The isotope ratios were computed as
eak area ratios. Differences to the theoretical natural ratios
ere observed only in the second digits of the decimal places

n the measured values. That means the standard deviations
aused by mass bias are less than the standard deviation of the
easurements.
The detection limit (LOD) of each species was estimated as

he concentration corresponding to the peak that has the height
f three times the standard deviation of the base line noise. The
etection limits obtained for the three different species are the
ollowing: for MBT 5.6 ng Sn kg−1, for DBT 6.6 ng Sn kg−1 and
or TBT 3.4 ng Sn kg−1 was found. Lower LODs can be worked
ut by the application of solid phase micro extraction (SPME)
s a well known matrixless extraction technique [19] or with
tir bar sorptive extraction (SBSE) that provide 2–3 orders of
agnitude LODs than SPME [18]. LOD values obtained in this
ork are acceptable for the determination of butyltin species

n sediment and mussel samples but in case of seawater or
reshwater environmental samples the current limit of detec-
ions should be decreased with the help of the above mentioned
echniques.

.5. Accuracy of the measurement

Since environmental samples with freshwater origin were
ntended to be analyzed CRMs with the same matrix were
hosen for accuracy determination. BCR CRM 477 mussel tis-
ue and BCR CRM 646 sediment tissue were analyzed prior
o the real sample measurements. Sample preparation proce-
ures were discussed before. For the quantification of the three
pecies isotope dilution analysis was used as calibration proce-
ure. Mean values of triplicate measurements with uncertainties
or each CRMs are given in Table 2. Referring to the work of
ogueira et al. [16] verification of the applied method was car-

ied out calculating the normalized deviations (En) according

o the European Co-operation for Accreditation of Laboratories
uidance (EA2/03) [45]. It is established in the guidance that

bsolute value of En should be less than a unit in order to accept
he measurement. Taking into account the reference values of

t
o
t
w

Mussel (main channel) 34.9 ± 1.5 1.25 ± 0.03 2.24 ± 0.03

oncentrations are expressed in ng Sn g−1 dry weight.

he CRMs and the measured values obtained in our laboratory
ith the corresponding uncertainties for each species, En values
btained are ranging between 0.07 and 0.11 for mussel samples
nd between 0.26 and 0.72 for sediment samples. These values
how that isotope dilution–GC–ICPMS methodology is valid for
he determination of MBT, DBT and TBT from both types of

atrices.

.6. Analysis of real samples

Determination of the three butyltin species were carried out
n Hungarian freshwater origin sediment and mussel samples
ollected from the river Danube. Results obtained in this pre-
iminary study are presented in Table 2. With respect to the
ite they derive comparison resulted insignificant differences in
he concentrations of the three butyltin species in the case of

ussel samples. Slightly higher concentration values occurred
for each species) in mussel sample collected from the by-
hannel of the river. It may be due to the assumption that in
y-channel area there is less water renewal activity providing
igher availability of butyltin compounds for living organisms.
n both type of mussel samples (collected in by-channel and
ain channel) higher MBT content was observed compared to
BT and TBT values. Also in sediment samples (collected from

he stagnant water of the river) MBT concentration occurred to
e the highest within the species analyzed. No potential indus-
rial activity is known at that area. Therefore, higher MBT
oncentrations may be provided by the possible higher MBT
ontent of the surrounding water (Danube) deriving from other
ources (needs revision) or it can be due to degradation/species
onversion takes place in aquatic environment in order to elim-
nate the toxic effect of TBT. In mussel samples higher MBT
nd TBT concentrations are observed due to the bioaccumu-
ation potential of aquatic organisms. Few reports exist on
reshwater environmental samples with respect to their butyltin
ontent. Concentration values (lower ppb range) obtained in

his work are in good agreement with values are reported by
ther authors [46]. It is worth stressing that all of the concen-
rations obtained exceeded the concentration of 0.4 ng Sn L−1

hich is the toxic level of many marine species [47]. Rel-
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tive standard deviations are ranging between 1.4 and 4.3%.
o homogenization studies were carried out during this exper-

ment. Further investigation of butyltin species is necessary
ince no data exists on Hungarian freshwater environmental
amples.

. Conclusion

In the light of the results it can be concluded that 1% Xe in Ar
s an acceptable tuning gas for the optimization of GC–ICPMS
onditions measuring Sn containing compounds. This study
hows that Xe is a good indicator of Sn and provides effec-
ive optimization of the investigated system parameters such
s plasma power, the ion lenses (Extraction 1,2 and Omega
ias-ce) and make up gas flow in the interface. Compromised
ptimization procedure seems to be a helpful method for the
etermination of the most suitable system parameters that pro-
uce maximum analyst ion intensity. Among the commonly
ptimized ion lenses Omega Bias-ce had the greatest effect
n signal intensities. Since Xe containing Ar gas caused high
uppression on chromatographic signals it is not recommended
o apply it as GC carrier gas. It can also be concluded that
pecies-specific isotope dilution analysis in combination with
C–ICPMS is a powerful and precise method for the deter-
ination of MBT, DBT and TBT in freshwater sediment and
ussel samples. Although, results obtained do not represent the

verage concentration of butyltin species in real samples derive
rom the Danube in Hungary but are informative to consider fur-
her investigations. It is also worth stressing that in all samples
nalyzed in this study concentrations obtained were found to
e higher than 0.4 ng Sn L−1 exceeding the toxic level for many
arine species. Since Hungary has joint to the European Union

urther investigation is needed to estimate the presence of organ-
tin compounds in the Hungarian environment not only in the
ase of sediment and biota but in presumably freshwater origin
amples.
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bstract

An electroosmotic flow (EOF)-switchable poly(dimethylsiloxane) (PDMS) microfluidic channel modified with cysteine has been developed. The
ative PDMS channel was coated with poly(diallyldimethylammonium chloride) (PDDA), and then gold nanoparticles by layer-by-layer technique
as assembled on PDDA to immobilize cysteine. The assembly was followed by infrared spectroscopy/attenuated total reflection method, contact

ngle, EOF measurements and electrophoretic separation methods. EOF of this channel can be reversibly switched by varying the pH of running
uffer. At low pH, the surface of channels is positively charged, EOF is from cathode to anode. At high pH, the surface is negatively charged,
OF is from anode to cathode. At pH 5.0, near the isoelectric point of the chemisorbed cysteine, the surfaces of channels show neutral. When pH
s above 6.0 or below 4.0, the magnitude of EOF varies in a narrow range. And the modified channel surface displayed high reproducibility and
ood stability, a good reversibility of cathodic–anodic EOF transition under the different pH conditions was observed. Separation of dopamine and
pinephrine as well as arginine and histidine were performed on the modified chip.

2007 Elsevier B.V. All rights reserved.
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. Introduction

The manipulation of fluids in channels with dimensions of
ens of micrometres – microfluidics – has emerged as a dis-
inct new field. Micrometre-scale analytical devices are more
ttractive than their macroscale counterparts for various reasons
1–4]. The fundamental benefits associated with miniaturiz-
ng analytical systems are well understood and recognized. In
articular, chip-based microfluidic systems show many advan-
ages over their conventional analogues. These include improved
fficiency with regard to sample size, response times, cost, ana-
ytical performance, process control, integration, throughput and

utomation.

Poly(dimethylsiloxane) (PDMS) is one of the most utilized
olymeric material employed in fabricating microfluidic devices

∗ Corresponding author. Tel.: +86 25 83594976; fax: +86 25 83594976.
∗∗ Corresponding author. Tel.: +86 25 83686130.

E-mail addresses: jjzhu@netra.nju.edu.cn (J.-J. Zhu), jrzhang@nju.edu.cn
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ysteine; Microchip capillary electrophoresis

5]. One common problem with polymer devices, including
DMS, is poorly defined electroosmotic flow (EOF) [6]. To meet

he specific requirements in application, the surface of PDMS
an be chemically modified or physically masked by adsorption
7–17]. Anionic, neutral, and cationic surface can be generated
n this way and are useful for controlling EOF direction and

agnitude.
The dispersions with nanoparticles have attracted extensive

ttention in various fields such as physics, biology, and chem-
stry [18–21]. However, very little research has been devoted to
he application of nanoparticles in chemical separation [22–32].
old nanoparticles were used both as additive and modifier in

apillary electrophoresis (CE) and microchip CE [33–39].
In this study, we developed an EOF-switchable PDMS

icrofluidic channel dependent on pH of running buffer. Gold
anoparticles were employed as bifunctional linkers to immo-
ilize cysteine on the surface. The native PDMS channel was

oated with poly(diallyldimethylammonium chloride) (PDDA)
nd gold nanoparticles were immobilized to chemisorbed cys-
eine via its −SH functionality. The unique feature of the
hemisorbed amino acid is that, depending on the solution pH,
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he surface can have excess positive charge (low pH), no net
harge (isoelectric point), or excess negative charge (high pH).
s a result, the EOF can be switched by running buffer with
ifferent pH, and the magnitude of EOF vary in a narrow range
hen pH above 6.0 or below 4.0. To the best of our knowledge,

t was the first time that cysteine was employed as modifier
o manipulate EOF on PDMS microchip. The assembly was
ollowed by infrared spectroscopy/attenuated total reflection
ethod, contact angle and electrophoretic separation methods.
he channel surface displayed high reproducibility and good
tability.

. Experimental

.1. Reagents and solutions

All reagents were of analytical grade. Sylgard 184 (PDMS)
ilicone elastomer and curing agent were obtained from Dow
orning (Midland, MI, USA). Poly(diallyldimethylammonium
hloride) (PDDA, 20%, w/w in water, Mw = 200 000–350 000),
opamine and epinephrine were purchased from Sigma–
ldrich, l-arginine, l-histidine, l-cysteine, disodium hydro-
en phosphate(Na2HPO4), potassium dihydrogen phosphate
KH2PO4), sodium hydroxide (NaOH) were obtained from
anjing Chemical Reagents Factory (China). PDDA solution

0.04%, w/w in water), l-cysteine (2 mM), phosphate buffer
aline (PBS) (25 mM pH range from 3.0 to 12.0, 10 mM pH 7.0),
.5 mM dopamine, 0.5 mM epinephrine, 1 mM l-arginine and
.5 mM l-histidine were prepared with doubly distilled water
nd passed through a 0.22 �m cellulose acetate filter (Shanghai
andao Factory, Shanghai, China).

.2. Fabrication of PDMS microchips

The master with a positive relief structure of GaAs for the
hannels was made using microphotolithographic technique. A
ross-type channel of PDMS chip with a 3.8 cm long separation
hannel (effective separation length, 3.5 cm) and 1.0 cm long
njection channel and a flat substrate were fabricated from PDMS
s the described procedure elsewhere [16,17]. Briefly, A mix-
ure of elastomer precursor and its curing agent (ratio of 10:1)
sylgard 184) were degassed, poured over the GaAs master, and
ured for 150 min at 80 ◦C. After the replica was peeled from
he mold, holes (3 mm diameter) were punched. A flat PDMS
ubstrate (0.3 mm thick) was obtained via casting and curing
he prepolymer mixture in a large flat glass box (5 cm × 5 cm).
he PDMS layer with microchannels and the PDMS flat were
ltrasonically cleaned subsequently with acetone, ethanol, and
ater, then dried under infrared lamp. Finally, they were sealed

ogether to form a reversible PDMS microchip. The sampling
hannel’s width and depth were 30 and 18 �m, the separation
hannel’s width and depth were 50 and 18 �m, respectively.

.3. Preparation of coated PDMS channels
.3.1. Preparation of gold nanoparticles (AuNPs)
Gold nanoparticles (AuNPs) were prepared according to the

iterature [40], 0.5 mL of 100 mM HAuCl4 rapidly added to a

u
t
s
P
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0 mL 4 mM boiling trisodium citrate. The solution was boiled
or another 3 min, the solution changed color from pale yel-
ow to purple and then to deep red. The solution was set aside
hile cooling to room temperature. The particle sizes were

bout 15 nm, which were measured by transmission electron
icroscopy (TEM). The prepared AuNPs were stored in brown

lass bottle at 4 ◦C.

.3.2. Modification of PDMS channels
PDMS channels were coated with PDDA and AuNPs accord-

ng to the conventional CE procedures developed by Katayama
t al [8]. Briefly described, the channels were rinsed with
.1 M NaOH and deionized water, respectively, for 10 min each.
nce preconditioned, the channels were sequentially filled with
DDA solution (0.04%, w/w), citrate stabilized AuNPs solution
nd 2 mM cysteine solution for 30 min each, after each step, the
hannel was washed with deionized water for 3 min. This pro-
edure of successive coating resulted in AuNPs functionalized
ith cysteine on the channel walls. All rinsing was performed by

pplying a vacuum to the buffer waste reservoir with the other
hree reservoirs filled with the respective rinsing solution.

.4. Contact angle measurements

A flat piece of PDMS was immersed in 0.1 M NaOH solu-
ion for 10 min, PDDA solution (0.04%, w/w) for 30 min, gold
anoparticle solution for 30 min with stirring intermittently,
espectively. After each step, the flat piece was washed with
eionized water for 3 min.

A static contact angle measurement was performed on the
late using a CAM2000 optical contact angle analyzer (KSV
nstruments, Finland). Five microliters of water droplet was
laced on the material and allowed to rest on the surface for
min, and then an image was taken. The contact angle was

ecorded automatically.

.5. Fourier transformed infrared absorption by total
ttenuated reflection (ATR–FT-IR)

A flat piece of PDMS was coated as the same procedure
n section 2.4. ATR–FT-IR was performed for cysteine coated
urface of PDMS piece using a Perkin-Elmer PE-1800 FT-IR
pectrometer.

.6. Capillary electrophoresis arrangement and
lectrochemical detection

.6.1. Microchip capillary electrophoresis
The microchip was fixed on a plexiglass holder that inte-

rated a precise three-dimensional system (Shanghai Lianyi
nstrument Factory of Optical Fiber and Laser, Shanghai, China)
ith the precision of 1 �m in each direction. A clip of optical
ber that can be fastened in the three-dimensional system was

sed to clip the working electrode. The amperometric detec-
or was located in the detection reservoir (at the channel outlet
ide) and consisted of a Ag/AgCl wire reference electrode, a
t wire counter electrode and a homemade in-channel carbon
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ber working electrode (i.d. 7 �m). The fabrication processes
or the carbon fiber working electrode were described in the ref-
rence [41]. The working electrode was placed in the channel,
he distance between its surface and the channel outlet (40 �m)
as controlled by a stereoscopic microscope with micro-ruler

XTB-1; Jiangnan Optical Instrument Factory, Nanjing, China).
lectrical contact with the solutions was achieved by placing
latinum wires into each of the reservoirs. In a routine elec-
rophoresis, sampling voltage is 600 V, sampling time is 3 s,
eparation voltage is 800 V and detection potential is 1.4 V.

.6.2. High voltage supply
The laboratory-made power supply had a voltage ranging

rom 0 to 5000 V and 0 to −5000 V. Parameters such as sampling
oltage, sampling time, separation voltage, and separation time
an be set up and automatically switched by personal computer.
he separation current can be monitored graphically in real time.

.6.3. Electrochemical detection
Electrochemical detection was performed using “amper-

metric i–t curve” mode with a CHI 832b electrochemical
orkstation (CHI Co., Shanghai, China), which was used to
rovide a constant potential to the detection electrode and mea-
ure the output current. The electropherograms were recorded
hile applying 1.4 and 0 V detection potential for detecting neu-

otransmitters and amino acids, respectively. All experiments
ere performed at room temperature. (20 ± 5 ◦C)

.7. EOF measurements

The EOF measurements were performed using current mon-
toring method [42]. Briefly, the waste buffer reservoir and the
hannel were filled with 25 mM PBS running buffer and the
uffer reservoir was filled with 22.5 mM buffer. Upon applica-
ion of the voltage (1000 V), electroosmosis took place and the
ower concentration electrolyte solution from the running buffer
eservoir gradually displaced the higher concentration buffer in
hannel, resulting in a decrease in the electrical current of the
hannel. Once a constant current was obtained, the potential
as then applied to the reservoir with concentrated buffer and

bove procedure repeated. The time required to reach a current
lateau was used to calculate EOF based on Eq. (1). Where L is
he length of separation channel (3.8 cm), V is the total applied
oltage (1000 V), and t is the time in seconds required to reach
new current plateau

EOF = L2

Vt
(1)

. Results and discussion

.1. Characterization of modified PDMS channel
According to the previous reports [7,8,43], the main inter-
ction of successive multiple ionic layers was ionic interaction.
he pH dependence of EOF in PDMS microchips is well-known,
t low pH, EOF is at a minimum, while at high pH, it is at a

t
i

ig. 1. ATR–FT-IR spectrograms (A) Cysteine chemisorbed on gold nanoparti-
les; (B) Gold nanoparticles absorbed on PDDA surface; (C) PDDA coated on
DMS surface.

aximum. This behavior is the result of titration of the surface-
ound silanol groups. The surface of PDMS has negative charge
t pH 7.0. PDDA is a quaternary ammonium polyelectrolyte, this
tructure is easily protonated and retains positive charge. In this
ase, hydrophobic interaction must be taken into account [44].
oth ionic and hydrophobic interactions result in combination of
DDA on PDMS surface. PDDA covers the surface with positive
uaternary ammonium groups to produce a much more homo-
eneous inner wall. EOF changes its direction from cathodic to
nodic. Absolute value of EOF (anodic) −1.3 × 10−4 cm2/V s
as measured in PBS solution (25 mM, pH 7.0) [25]. Gold
anoparticles in solution are negative charged because of they
ere citrate stabilized. The gold nanoparticles were strongly

dsorbed on the surface of PDDA [33,34]. Then cysteine was
hemisorbed on the gold nanoparticles via its −SH functionality.

ATR–FT-IR spectra were employed to characterize the coat-
ng. Fig. 1 shows the spectrograms. The band in cysteine at
650 and 1380 cm−1 corresponds to the asymmetric and sym-
etric stretching of COO−. A very broad band of NH3

+ stretch
as observed in the 3100–3650 cm−1 range. A shift in the posi-

ion of COO− and NH3
+ stretching is likely due to a change

n their dipole moment when cysteine binds on metal surface
ith high electron density [45]. We could conclude that cysteine
as intensively combined on the surface from the ATR-FT-IR
ata.

The hydrophilicity of the cysteine coated PDMS wall was
ssessed using water contact angle measurement. The initial
ater contact angles measured on the native PDMS was 112◦.
he value for the coated PDMS was 86◦. The difference of 26◦
etween native PDMS and coated PDMS chips indicated the
oated surface was more hydrophilic than native PDMS.

.2. EOF on cysteine modified chip
EOF on the coated PDMS over pH range of 3–12 was inves-
igated. The unique feature of the channel chemisorbed cysteine
s that EOF can be reversibly switched by varying pH of the run-
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Fig. 2. EOF values on modified microchannels with cysteine in the solution of
different pH conditions: total applied voltage, 1000 V; running buffers, 25 mM
P
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BS at pH 7.0. The data points are the average ± standard deviation of six
easurements.

ing buffer. The results are shown in Fig. 2. When pH of running
uffer is below 4.0, EOF is in anodic direction, and pH is above
.0, it is in cathodic direction, and the magnitude of EOF values
aried in a narrow range in both anodic and cathodic direction. It
s a significant benefit for electrophoresis. When EOF measure-

ent was performed at pH 5.0, the dilute solution was added
o the reservoir, we could not observe current change in 15 min
oth positive and negative polarities of the power supply, then
OF at this pH is assumed to be zero.

We inferred the mechanism of EOF generation in modified
hannels. Since amino and carboxyl groups are involved in cys-
eines, at low pH, where both amino and carboxyl groups of
ysteine are protonated, the surface has positive charge. At high
H, where both amino and carboxyl groups are deprotonated, the
urface possesses negative charge. At pH 5.0, near the isoelec-
ric point of the chemisorbed cysteine, the surface of channels
s neutral. Fig. 3 shows the states.

It is necessary to point out that the isoelectric point for the
hemisorbed cysteine is different from the material in solu-
ion [46], because the isoelectric point for cysteine in solution
ncludes the influence of −SH group which is not available when
he molecule is chemisorbed to gold nanoparticles. The isoelec-
ric point of the chemisorbed cysteine is near pH 6.0, which is
igher than that for cysteine in solution pH 5.0. In this study,
he isoelectric point for the coated surface is pH 5.0, we specu-
ated that the cysteines did not completely displace the citrates
n the gold nanoparticle surface, the surface charge of modi-
ed channel was determined by cysteines and residue citrates.
ence the isoelectric point for surface is lower than that only

or chemisorbed cysteine.
The reversibility of cathodic–anodic EOF transition under

ifferent pH conditions was also investigated. When the channel

as filled with PBS solution pH 8.0, EOF was cathodic, after

he solution was displaced by PBS pH 4.0, EOF changes from
athodic to anodic. This process was repeated several times, and
ood reversibility was observed. The result was shown is Fig. 4.

Fig. 3. Schematic representation showing the three states of the chemisorbed
cysteine. (A) At low pH, both the amino and carboxyl groups of the cysteine are
protonated. (B) At high pH, both the amino and carboxyl groups are deproto-
nated. (C) At pH 5.0, near the isoelectric point of the chemisorbed cysteine.
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Fig. 4. Reversible cathodic–anodic EOF transition under the conditions with
PBS solutions pH 8.0 and 4.0. One, 3 and 5 state the channels filled with PBS
solution pH 8.0; 2, 4 and 6 state channels filled with PBS solution pH 4.0.

Table 1
Stability of PDMS channel modified with cysteine

EOF1
a (n = 6)

(×10−4 cm2/V s)
EOF2

b (n = 6)
(×10−4 cm2/V s)

Change
ratioc (%)

pH 3.00 PBS 1.13 1.12 0.96
pH 12.00 PBS 1.09 1.07 2.11
Store for 2 weeks 1.15 1.12 2.93

Conditions: total applied voltage, 1000 V; running buffers, 25 mM PBS at pH
7.0; length of channel, 3.8 cm.

3

t
E
M
r
e
i

Table 2
Reproducibility of PDMS chips modified with cysteine (n = 6)

EOF (n = 6)
(×10−4 cm2/V s)

R.S.D. (%)

Run-to-run 1.14 0.84
Chip-to-chip 1.20 2.75
Day-to-day 1.18 2.26
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a EOF1 was measured before rinsing with the solvents or before store.
b EOF2 was measured after rinsing with the solvents or after store.
c Change ratio = (EOF1 − EOF2)/EOF1 × 100 (%).

.3. Stability and reproducibility of coated chips

One concern with dynamic coating procedure is stability of
he coating. The stability was evaluated on the basis of change of
OF, which was expressed as the change ratio defined in Table 1.

easuring EOF with PBS solution (pH 7.0) after the channel was

insed with solutions of pH 3.0 and 12.0, where EOF would vary
vidently if the coating was detached. Thirty runs (2 min duration
n a run) were performed with PBS solution of pH 3.0 and 12.0

a
c
o
d

ig. 5. (A) Electrophoregram of 500 �M dopamine (Dopa) and epinephrine (Ep) on
0 mM PBS, pH 7.00, sampling voltage 600 V; sampling time 3 s; separation voltage
mM arginine (Arg) and histidine (His) on cysteine modified PDMS microchip. Exp
00 V; sampling time 3 s; separation voltage 1000 V; detection potential 0 V.
onditions: total applied voltage, 1000 V; running buffer, 25 mM PBS at pH 7.0;
ength of channel, 3.8 cm.

n 5 min intervals, and the results showed there was no evident
ariation in the magnitude of EOF. The microchip coated with
ysteines functionalized gold nanoparticles displayed longtime
tability in mild condition. It could be used for more than 2
eeks, while the channels were filled with PBS solution (pH
.0) and stored at 4 ◦C. Good stability of the coating results from
hat PDDA is strongly combined with PDMS and gold NPs, and
hen cysteine on it intensively.

The relative standard deviation (R.S.D.) of EOF was 1.65%
or runs made on native PDMS chip and 0.84% on cysteine
oated PDMS chip (n = 6). The values of R.S.D. indicated more
table EOF on the coated chip than that on native one. The repro-
ucibilities of cysteine coatings were investigated by evaluating
he R.S.D. of EOF. R.S.D. of EOF for six replicate analy-
es on the same chip was employed for estimating run-to-run
eproducibility, on five replicate chips for chip-to-chip repro-
ucibility, and average R.S.D. of EOF detected on the same chip
ith an interval of 1 day for day-to-day reproducibility. Table 2

hows the results. R.S.D. of the EOF was less than 2.8%, and
xcellent reproducibility was obtained.

.4. Electrophoretic separation

To determine separation characteristics of the cysteine coated
DMS chip, two categories of biomolecules were performed.
ig. 5A shows the electrophoregram of separation of dopamine

nd epinephrine. Due to low EOF, the excellent separation effi-
iency could be seen from the electrophoregram, high resolution
f 1.5 was achieved on the coated chip. The plate numbers of
opamine and epinephrine at 800 V separation voltage on 3.5 cm

cysteine coated PDMS microchip. Experimental parameters: running buffer
800 V; detection potential +1.4 V (vs. Ag/AgCl wire). (B) Electrophoregram of
erimental parameters: running buffer 10 mM PBS, pH 7.00, sampling voltage
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ysteines modified PDMS channel were 3383 and 3307 (cor-
esponding 9.7 × 104, 9.5 × 104 number of plates per meter).
ig. 5B shows the electrophoregram of separation of arginine
nd histidine on the modified PDMS chip. Arginine and his-
idine could be separated on the coated chip and detected by
n-channel electrochemical method [41].

. Conclusions

We have reported on EOF-switchable PDMS channel depen-
ent on pH of running buffer. The microchip channel was
repared by chemisorbing cysteine to gold nanoparticles that
ere attached on the channel surface by layer-by-layer tech-
ique. The EOF can be reversibly switched between cathodic
irection (high pH) and anodic direction (low pH). This pH-
ependent selectivity can be divided into three surface charge
tates: positive charged, neutral, negative charged with the pro-
onated degree of amino and carboxyl groups of the cysteine.
dditionally, the “On/Off” responsiveness of the channel is sta-
le and reversible. The modified microchip could also be used
or capillary electrophoresis separation. This study shows the
otential that the microchip could be used as microsensor to
etect chemical identity and other parameters including pH. And
ue to the advantages of micro total analysis systems (�TAS),
he technology should find use in the analysis of biological and
omeland security applications.

cknowledgements

This work was supported by the National Natural Science
oundation of China (NSFC) (no. 20635020, 20575026) and
iansu Natural Science Foundation (no. BK2006114).

eferences

[1] G.M. Whitesides, Nature 442 (2006) 368.
[2] P. Yager, T. Edwards, E. Fu, K. Helton, et al., Nature 442 (2006) 412.
[3] D. Janasek, J. Franzke, A. Manz, Nature 442 (2006) 374.
[4] P.S. Dittrich, K. Tachikawa, A. Manz, Anal. Chem. 78 (2006) 3887.
[5] J.C. McDonald, G.M. Whitesides, Acc. Chem. Res. 35 (2002) 491.
[6] G. Ocvirk, M. Munroe, T. Tang, R. Oleschuk, et al., Electrophoresis 21
(2000) 107.
[7] H. Katayama, Y. Ishihama, N. Asakawa, Anal. Chem. 70 (1998) 2254.
[8] H. Katayama, Y. Ishihama, N. Asakawa, Anal. Chem. 70 (1998) 5272.
[9] H. Makamba, J.H. Kim, L.K. wanseop, N. Park, et al., Electrophoresis 24

(2003) 3607.

[
[

[

3 (2007) 534–539 539

10] S. Hu, X. Ren, M. Bachman, C.E. Sims, et al., Anal. Chem. 74 (2002) 4117.
11] S. Hu, X. Ren, M. Bachman, C.E. Sims, et al., Anal. Chem. 76 (2004) 1865.
12] D. Xiao, T.V. Le, M.J. Wirth, Anal. Chem. 76 (2004) 2055.
13] G.T. Roman, T. Hlaus, K.J. Bass, T.G. Seelhammer, et al., Anal. Chem. 77

(2005) 1414.
14] G.D. Sui, J. Wang, C.C. Lee, W. Lu, et al., Anal. Chem. 78 (2006) 5543.
15] Y. Luo, B. Huang, H. Wu, R.N. Zare, et al., Anal. Chem. 78 (2006)

4588.
16] Y.H. Dou, N. Bao, J.J. Xu, H.Y. Chen, Electrophoresis 23 (2002) 3558.
17] Y.H. Dou, N. Bao, J.J. Xu, F. Meng, et al., Electrophoresis 25 (2004)

3024.
18] G. Schmid, Chem. Rev. 92 (1992) 1709.
19] C.R. Martin, D.T. Mitchell, Anal. Chem. 70 (1998) 322A.
20] L. He, C.S. Toh, Anal. Chim. Acta 556 (2006) 1.
21] D.Y. Godovsky, Adv. Polym. Sci. 153 (2000) 163.
22] G. Kleindienst, C.G. Huber, D.T. Gjerde, L. Yengoyan, et al., Electrophore-

sis 19 (1998) 262.
23] C.G. Huber, A. Premstaller, G. Kleindienst, J. Chromatogr. A 849 (1999)

175.
24] S.A. Rodriguez, L.A. Colon, Anal. Chim. Acta 397 (1999) 207.
25] W. Wang, L. Zhao, J.R. Zhang, X.M. Wang, et al., J. Chromatogr. A 1136

(2006) 111.
26] N. Na, Y.P. Hu, J. Ouyang, W.R.G. Baeyens, et al., Anal. Chim. Acta 527

(2004) 139.
27] P. Viberg, M. Jornten-Karlsson, P. Petersson, P. Spegel, et al., Anal. Chem.

74 (2002) 4595.
28] C. Fujimoto, Y.J. Muranaka, High Resolut. Chromatogr. 20 (1997) 400.
29] I.T. Kuo, Y.F. Huang, H.T. Chang, Electrophoresis 26 (2005) 2643.
30] B. Neiman, E. Grushka, J. Gun, O. Lev, Anal. Chem. 74 (2002) 3484.
31] Z.H. Wang, G.A. Luo, J.F. Chen, S.F. Xiao, et al., Electrophoresis 24 (2003)

4181.
32] G.T. Roman, T. Hlaus, K.J. Bass, T.G. Seelhammer, C.T. Culbertson, Anal.

Chem. 77 (2005) 1414.
33] B. Neiman, E. Grushka, O. Lev, Anal. Chem. 73 (2001) 5220.
34] M. Pumera, J. Wang, E. Grushka, R. Polsky, Anal. Chem. 73 (2001) 5625.
35] L. Yang, E. Guihen, J.D. Holmes, M. Loughran, et al., Anal. Chem. 77

(2005) 1840.
36] M.F. Huang, Y.C. Kuo, C.C. Huang, H.T. Chang, Anal. Chem. 76 (2004)

192.
37] T. O’Mahony, V.P. Owens, J.P. Murrihy, E. Guihen, et al., J. Chromatogr.

A 1004 (2003) 181.
38] Y.W. Lin, M.J. Huang, H.T. Chang, J. Chromatogr. A 1014 (2003) 47.
39] Y.W. Lin, H.T. Chang, J. Chromatogr. A 1073 (2005) 191.
40] M.F. Huang, C.C. Huang, H.T. Chang, Electrophoresis 24 (2003) 2896.
41] J.J. Xu, N. Bao, X.H. Xia, Y. Peng, et al., Anal. Chem. 76 (2004) 6902.
42] X.H. Huang, M.H. Gordon, R.N. Zare, Anal. Chem. 60 (1988) 1837.
43] Y. Liu, J.C. Fanguy, J.M. Bledsoe, C.S. Henry, Anal. Chem. 72 (2000)
44] N.A. Kotov, Nanostruct. Mater. 12 (1999) 789.
45] S. Aryal, B.K.C. Remant, N. Dharmaraj, N. Bhattarai, et al., Spectrochim.

Acta, Part A 63 (2006) 160.
46] S.B. Lee, C.R. Martin, Anal. Chem. 73 (2001) 768.



A

E
w
g
t
(
f
D
©

K

1

c
c
[
f
v
a
H
t
c
A
o
h
s

w

0
d

Talanta 73 (2007) 431–437

Fabrication of layer-by-layer modified multilayer films containing choline
and gold nanoparticles and its sensing application for electrochemical

determination of dopamine and uric acid

Po Wang, Yongxin Li ∗, Xue Huang, Lun Wang ∗
Anhui Key Laboratory of Functional Molecular Solids, College of Chemistry and Materials Science, Anhui Normal University,

Wuhu 241000, PR China

Received 12 December 2006; received in revised form 5 April 2007; accepted 6 April 2007
Available online 25 April 2007

bstract

A novel electrochemical sensor has been constructed by use of a glassy carbon electrode (GCE) coated with a gold nanoparticle/choline (GNP/Ch).
lectrochemical impedance spectroscopy (EIS), field emission scanning electron microscope (SEM) and X-ray photoelectron spectroscopy (XPS)
ere used to characterize the properties of this modified electrode. It was demonstrated that choline was covalently bounded on the surface of
lassy carbon electrode, and deposited gold nanoparticles with average size of about 100 nm uniformly distributed on the surface of Ch. Moreover,

he modified electrode exhibits strong electrochemical catalytic activity toward the oxidation of dopamine (DA), ascorbic acid (AA) and uric acid
UA) with obviously reduction of overpotentials. For the ternary mixture containing DA, AA and UA, these three compounds can be well separated
rom each other, allowing simultaneously determination of DA and UA under coexistence of AA. The proposed method can be applied to detect
A and UA in real samples with satisfactory results.
2007 Elsevier B.V. All rights reserved.

d; Do

d
p
n
i

u
s
s
s
m
g
o
U

eywords: Choline; Gold nanoparticles; Glassy carbon electrode; Ascorbic aci

. Introduction

Dopamine (DA), the most significant among the class of
atecholamines, plays an important role in the function of the
entral nervous, cardiovascular, renal and hormonal systems
1,2]. The determination of DA is a subject of great importance
or investigating its physiological functions and diagnosing ner-
ous diseases resulting from DA abnormal metabolism, such
s epilepsy, senile dementia, Parkinsonism, schizophrenia and
IV infection [3,4]. However, a major problem in its determina-

ion is the interference from ascorbic acid (AA), which largely
oexists with DA in brain issue. At traditional solid electrodes,
A is oxidized at potentials close to that of DA, which result in

verlapped voltammetric responses making their discrimination
ighly difficult [5]. Moreover, the solid electrodes very often
uffer from the fouling effort due to the accumulation of oxi-

∗ Corresponding authors. Fax: +86 553 3869303.
E-mail addresses: yongli@mail.ahnu.edu.cn (Y. Li),

anglun@mail.ahnu.edu.cn (L. Wang).
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pamine; Uric acid

ized products on the electrode surface, which results in rather
oor selectivity and sensitivity. Therefore, the development of
ew electrochemical sensors for DA has received much interest
n the last decades [6].

As we known, uric acid (UA) is the principal final prod-
ct of purine metabolism in the human body [7]. It has been
hown that extreme abnormalities of UA levels are symptoms of
everal diseases (e.g. gout, hyperuricaemia and Lesch–Nyhan
yndrome) [8,9]. Other diseases, such as leukemia and pneu-
onia are also associated with enhanced urate levels [9]. In

eneral, electroactive UA can be irreversibly oxidized in aque-
us solution and the major product is allantoin [10]. Since
A, AA and DA usually coexist in physiological samples,

t is essential to develop simple and rapid methods for their
etermination in routine analysis. Simultaneous detection of
A and neurotransmitters, especially DA is a problem of crit-

cal importance not only in the field of biomedical chemistry

nd neurochemistry but also for diagnostic and pathological
esearch. Among many methods for determination of DA and
A in biological samples, electrochemical techniques with
odified electrodes have been shown to be powerful tools
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ue to their advantages of simple, inexpensive and fast anal-
sis in combination with high sensitivity and selectivity [11].
hus, different kinds of modified electrodes have been fabri-
ated for detection of DA and UA [12–16]. All the modified
lectrodes, they have some advantages and limitations. Up
o now, still there is an expanding demand for the develop-

ent of simple, reliable and efficient sensors with enhanced
haracteristics for effective sensing of DA and UA simultane-
usly.

Choline (Ch) is an essential nutrient required by the body
or healthy cell membrane function [17]. In most living cells,
h plays an important role for the production of phosphatidyl-
holine, which is an important constituent of lipid membranes
n the cell [18]. Thus, it has been received much attention for
he quantitative analysis of Ch with a simple analytical method,
everal methods for the detection of choline have been reported
19,20]. Although Ch and its derivatives modified electrodes
ave been developed for electrochemical sensors [21], layer-by-
ayer modified multilayer films containing Ch and other species
hat used to enhance its characteristics have not been reported
et.

In recent years, nanoparticles of noble metals have provoked
uch more attention in electroanalysis because of their novel

hysical and chemical properties [15]. In particular, the catalytic
roperties of some nanoparticles cause a decrease in the overpo-
ential needed for a redox reaction to become kinetically viable,
roducing voltammetry which appears more reversible than that
isplayed by the same material in a macroelectrode form [22].
oreover, the use of nanoparticle-modified electrodes presents

ome other advantages as: high effective mass transport cat-
lyzes and controls the local environment [23]. Among some
oble metal-nanoparticles, gold nanoparticles (GNPs), in par-
icular, have been the focus of numerous investigations in recent
ears because of their unique properties [24,25]. The use of
NPs superstructures for the creation of electrochemical devices

s an extremely promising prospect. Therefore, further studying
n the application of GNPs is valuable to extend its application
elds.

In this report, a novel biosensor has been fabricated by using
glassy carbon electrode (GCE) coated with Ch and GNPs.
s we known, Ch has a hydroxy group, which could be cova-

ently bound to the edge plane sites of the carbon surface
hrough the oxygen atom [21]. The significance of Ch mod-
fied layer might provide a monolayer containing positively
harged –N+(CH3)3 polar head group, which could facilitate
he modification of GNPs through the electrostatic interac-
ion between –N+(CH3)3 and AuCl4−. Several techniques were
sed for characterization of the electrode, it can be observed
hat Ch was grafted on the surface of electrode forming a

onolayer modification, and deposited GNPs with average
ize of about 100 nm uniformly distributed on the surface of
h. This paper describes the preparation, characterization and
pplication of GNP/Ch film modified GCE. It was found that

A, AA and UA could be electrocatalytic oxidized at the
NP/Ch film modified GCE, and the proposed electrode could
e used as a sensitive sensor for the assessment of DA and UA
imultaneously.

m

a
i
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. Experimental

.1. Chemicals and solutions

Choline was purchased from Chemical Reagent Factory of
eijing (Beijing, China). Dopamine hydrochloride (DA) and
AuCl4·4H2O were obtained from Sigma (USA). Ascorbic acid

nd uric acid were purchased from Shanghai Chemical Co. Ltd.
Shanghai, China). They were used as received without further
urification. All other chemicals were of analytical grade. Solu-
ion of Ch was freshly prepared in 10 mM KCl. UA was prepared
y dissolving it in a small volume of 0.1 mol L−1 NaOH solution
nd diluted to desired concentration. Phosphate-buffered saline
PBS; 1/15 mol L−1) solutions of different pH (varies from 3 to
0) were prepared by mixing four stock solutions of 1/15 mol/L
3PO4, KH2PO4, K2HPO4 and KOH.
All aqueous solutions were prepared in doubly distilled,

eionized water. High purity nitrogen was used for deaeration
f the prepared aqueous solutions.

.2. Apparatus

Electrochemical experiments including cyclic voltammetry
CV), differential pulse voltammetry (DPV) and amperomet-
ic i–t curve were performed on CHI 440A electrochemical
orkstation (ChenHua, Shanghai, China). Electrochemical

mpedance spectroscopy (EIS) was carried out at CHI
60C electrochemical workstation (ChenHua). A conventional
hree-electrode electrochemical system was used for all electro-
hemical experiments, which consisted of a working electrode,

Pt foil auxiliary electrode and a saturated calomel elec-
rode (SCE). A glassy carbon disk electrode was used as the
asal working electrode. All potentials given in this paper were
eported versus SCE. All experiments were performed at ambi-
nt temperature. The electrochemical solutions were thoroughly
eoxygenated by N2 before sampling and a N2 atmosphere was
aintained throughout the experiments.
X-ray photoelectron spectroscopy (XPS) was performed on

SCALAB MK� spectrometer (VG Co., UK). Field emission
canning electron microscope (FE-SEM) images were obtained
n a JSM-6700F field emission scanning electron microanalyser
JEOL, Japan).

.3. Electrode preparation

Glassy carbon electrode was carefully polished successively
ith 6, 1 and 0.05 �m alumina slurries. Then it was rinsed with
ater, and sonicated in ethanol and water for 5 min, successively.
fter cleaning, the electrode was performed in PBS (pH 7.0)

ontaining 1 mM Ch and 10 mM KCl by scanning between −1.7
nd 1.8 V at 20 mV/s for six cycles for surface modification.
hen the electrode was rinsed with distilled water and sonicated

or 5 min to remove any physically adsorbed materials. The Ch

odified electrode, denoted as Ch/GCE.
The deposition of GNPs on the Ch/GCE was carried out

ccording to the previous report [26]. A Ch/GCE was immersed
n 0.2 mg/mL HAuCl4 solution, and performed by applying
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0.2 V for 5 min for deposition of gold nanoparticles (The
btained electrode was described as GNP/Ch/GCE).

For the sake of comparison, a Ch/GCE and a gold
anoparticles-modified GCE (denoted as GNP/GCE) were also
repared under the same conditions.

. Results and discussion

.1. Characterization of modified electrode

Impedance spectroscopy is an effective method for prob-
ng the features of a surface-modified electrode using the
edox probe Fe(CN)6

4−/3− [27]. Fig. 1 illustrates the results
f impedance spectroscopy on bare GCE (a), Ch/GCE (b)
nd GNP/Ch/GCE (c) in the presence of equivalent 10 mM
e(CN)6

4−/3− + 0.1 M KCl, which are measured at the formal
otential of Fe(CN)6

4−/3−. It can be seen at the bare GCE, a
emicircle of about 1050 � diameter with an almost straight tail
ine are present, implying very low electron transfer resistance to
he redox-probe dissolved in the electrolyte solution. The diam-
ter of the high frequency semicircle was obviously reduce to
50 � by the surface modification of the Ch layer (b), suggesting
hat a significant acceleration of the Fe(CN)6

3−/4− redox reac-
ion occurred due to the presence of Ch assembly. Interestingly,
he diameter of the high frequency semicircle was still reduced
y the further deposition of GNPs on the Ch layer (c), a charge
ransfer resistance value of about 450 � can be estimated, which
ndicates a decreased resistance to the anion redox reaction at
he GNP/Ch/GCE. This may be attributed to the well conduc-
ivity of the surface deposited GNPs. The impedance change of
he modification process indicated that Ch and GNPs had been

odified to the GCE surface.
XPS is a powerful tool to examine the elemental distribu-
ion on the electrode surfaces. To verify that Ch and GNPs have
een immobilized on the surface of GCE, an XPS experiment
as performed, and the result is shown in Fig. 2. As shown in
ig. 2A, two XPS bands appeared at 84.1 and 87.9 eV, corre-

ig. 1. Complex plane impedance plots in 10 mM K3[Fe(CN)6]:K4[Fe(CN)6]
1:1) mixture containing 0.1 M KCl at bare GCE (a); Ch/GCE (b) and
NP/Ch/GCE (c), respectively.
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ig. 2. XPS spectrum of Au4f (A) and N1s (B) regions of GNP/Ch/GCE.

ponding to the Au4f7/2 and Au4f5/2 signal, respectively. The
ppearance of these two bands is demonstration of the presence
f gold particles in the modified layer on the electrode. From
ig. 2B, we can see that the N (1s) is appeared at 399.8 eV,
howing the evidence that the Ch has been immobilized on the
urface. It was noted that the peak remained constant after the
lectrode was subjected to a treatment of sonication in PBS for
0 min, demonstrating that Ch has been strongly immobilized
n the surface by covalent linkages, not attached to the electrode
urface by adsorption. The result is consistent with the previous
eports [21].

The prepared electrode was further characterized by FE-
EM. The FE-SEM image of the GNP/Ch/GCE is shown in
ig. 3. It can be seen that the gold particles was formed by uni-
ormly distributed on the surface of electrode. The GNPs was
ssembled to form a flowers like structure if look at carefully,
nd they were uniformly cast on the electrode surface forming

porous and three-dimensional film structure. The size of the

eposited GNPs varied from 100 to 200 nm can be estimated,
nd the inside particles are relative smaller than the outside ones.
he larger GNPs might be an aggregation of much finer nanopar-
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Fig. 4. CVs of 0.05 mmol L−1 AA, 0.01 mmol L−1 DA and 0.01 mmol L−1

UA at bare GCE (1); GNP/GCE (2); Ch/GCE (3) and GNP/Ch/GCE (4) in
−1 −1
Fig. 3. FE-SEM image of the GNP/Ch/GCE.

icles due to the acceleration of the positively charged Ch layer
o the AuCl4− oxidation.

.2. Electrochemical behavior of DA, AA and UA

The preliminary study showed that the GNP/Ch/GCE had a
ignificant electrocatalytic activity toward the oxidation reac-
ions of DA, AA and UA. The CV curves of these compounds
t different electrodes are presented in Fig. 4.

As shown in Fig. 4A, AA shows a broad and irreversible
xidation peak at 0.35 V at the bare GCE. However, a sharp
eak appeared at 0.12, 0.09 and 0.09 V at GNP/GCE, Ch/GCE
nd GNP/Ch/GCE, respectively (curves 2–4), showing all the
hree electrodes had strong electrocatalytic activity toward
he AA oxidation. And about 2.5-fold peak current at the
NP/GCE, 5-fold increase at the Ch/GCE and 7-fold increase

t the GNP/Ch/GCE were observed in comparison with that at
CE. Interestingly, a small re-reduction peak at about 0.01 V

ould be seen at the GNP/Ch/GCE. The 260 mV negative shift
nd enhanced current of the anodic peak indicates that the
NP/Ch/GCE plays an excellent catalytic effect on the AA
xidation.

Fig. 4B depicts the CVs of DA at bare GCE, GNP/GCE,
h/GCE and GNP/Ch/GCE. The oxidation of DA has been doc-
mented to be a two-proton and two-electron process [28]. As
an be seen, DA presents a very weak CV peak response with a
Ep of 71 mV at bare GCE. But at the GNP/Ch/GCE, the peak

urrent increased greatly and the peak potential shifted nega-
ively. The voltammograms shows a couple of reversible and
ell behaved redox peaks with a �Ep of only 32 mV, and the

nodic peak current obviously is enhanced and is about 14 times
igher than that at the bare GCE. The reason for the higher peak
urrent may originate in the multilayer films’s larger surface area
nd very high electron transfer rate. The above results suggested
hat the GNP/Ch/GCE plays a strong catalytic effect on the DA
xidation. Similarly, compared with GNP/Ch/GCE, GNP/GCE

nd Ch/GCE can also exhibit an electrocatalytic response to DA.

Fig. 4C illustrates the CVs of UA with pH 7.0 PBS at different
lectrodes. It can be seen that voltammetric peak of UA in the
eutral PBS appeared at about 0.41 V at the bare GCE; the peak

1/15 mol L PBS (pH 7.0). Scan rate: 50 mV s .
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It is obvious that lower pH value is favorable to UA determina-
ig. 5. CVs of a bare GCE (1) and GNP/Ch/GCE (2) in 1/15 PBS (pH 7.0) con-
aining 0.05 mmol L−1 AA, 0.01 mmol L−1 DA and 0.01 mmol L−1 UA. Scan
ate: 50 mV s−1.

as rather broad, indicating a slow electron transfer kinetic.
owever, a well-defined oxidation peak at 0.37 V and a small re-

eduction peak at 0.33 V were obtained at the GNP/Ch/GCE. The
0 mV negative shift with much enhanced peak current suggests
strong catalytic effect of GNP/Ch/GCE. Moreover, it can be

een that there have appeared an obviously re-reduction peak
f UA, showing the increased reaction reversibility and reduced
ate of following reactions at the GNP/Ch/GCE. Furthermore, it
an be easily seen that the anodic current enhanced in different
xtent due to the modification of Ch or GNPs, indicating that
oth GNP/GCE and Ch/GCE were able to accelerate the rate
f UA electron transfer. However, GNP/Ch/GCE obviously is
he best one for high potential resolution, high sensitivity and
uitable for the following study.

As we known, DA, AA and UA coexist in the extra cellu-
ar fluid of the central nervous system and serum. Since they
ave similar oxidation potentials at most solid electrodes, sep-
rate determination of these species is a great problem due to
heir overlapped signals. In order to establish a sensitive and
elective method for the quantification of DA, AA and UA, the
NP/Ch/GCE was used to simultaneously detect the mixtures
f above three molecules. Fig. 5 presents the cyclic voltammo-
rams in the potential range from −0.2 to 0.6 V for the mixture
f DA, AA and UA at the GNP/Ch/GCE and bare GCE in pH
.0 PBS. As can be seen, the CV of the ternary mixture shows
wo broad and overlapped anodic peaks at 0.29 and 0.42 V at
are GCE (curve 1). So the peak potentials for DA, AA and UA
re indistinguishable at a bare GCE. Therefore, it is impossi-
le to deduce any information from the broad and overlapped
oltammetric peak. But when the GNP/Ch/GCE was used, the
verlapped voltammetric peak is resolved into three well-defined
V peaks (curve 2) at about 0.09, 0.23 and 0.37 V, corresponding

o the oxidation of AA, DA and UA, respectively. The separa-

ions of peaks were 140, 140 and 280 mV in CV between DA and
A, DA and UA and AA and UA, respectively, which were large

nough to determine DA and UA simultaneously in the presence

t
t
f
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f high concentration of AA. When the concentration of AA was
000 times that of DA or UA, simultaneous detection can still
e obtained. This result also illustrated that the GNP/Ch/GCE
ad a good catalytic activity for the oxidation of AA, DA and
A.

For investigation of reaction mechanism, scan rate dependent
xperiments were carried out for the DA and UA oxidation at the
NP/Ch/GCE. The obtained results showed that both the anodic

nd cathodic peak currents of DA at the modified electrode
ere proportional to the scan rate in the range of 25–350 mV/s,
hich indicated that the electrode reaction was typical of

he adsorption-controlled process. The linear regression equa-
ions were obtained as: Ipa(�A) = 2.800 + 0.039v (mV/s),

= 0.9986; Ipc(�A) = −1.532 − 0.038v (mV/s), R = 0.9984.
he redox peak currents that increase linearly with scan rates
ere expected as a thin layer electrochemical property [29].

n addition, the modified electrode was immersed in a solution
f 10 �M DA for 5 min, then rinsed with water and taken into
blank buffer solution, subsequently a pair of redox peak of
A could be clearly observed. This is another evidence for the
dsorption behavior. Considered above facts and the adsorptive
roperties of multilayer films for DA, we assume the mecha-
ism of DA oxidation at the GNP/Ch/GCE as following: DA is
dsorbed by multilayer films firstly, then loses electron to elec-
rode and DA itself is oxidized. Similar experiment was also
one for UA, and the results showed that the oxidation pro-
ess of UA at the GNP/Ch/GCE is also a surface-controlled
rocess.

.3. Effect of pH on the oxidation of single DA and UA

In most case, the solution pH is an important influence factor
o the electrochemical reaction. For DA determination, the pH
ffect on DPV signals at the GNP/Ch/GCE was examined. From
he DPV results, it can be obtained that the peak potentials shifted
owards negative potential with increasing pH of the solution.
he relationship of Epa and pH could be described by the follow-

ng equation: Epa (V) = 0.6448–0.05717 pH (r = 0.9999), which
howed that the uptake of electrons is accompanied by an equal
umber of protons. Increasing the pH from 3.0 to 8.0 would
ead to a sharp increase of peak current. But, further increase of
H beyond 8.0 will cause the peak current to decrease. In these
xperiments, pH 7.0 PBS was chosen as supporting electrolyte
ince it is close to the pH value of physiological condition.

The effect of solution pH on the response of UA was
lso investigated in the range 3.0–10.0. The DPV peak poten-
ial of UA oxidation shifted also negatively at a slope of
4.8 mV per pH unit (close to the anticipated Nernstian the-
retical value of 59 mV), which is in agreement with the
e−/2H+ reaction. The linear regression equation was obtained
s: Epa (V) = 0.8289–0.06476 pH with the correlation coeffi-
ient 0.9993. In addition, the peak current shows a maximal ipa
f UA is appeared at pH 4.0, and a slow decrease for pH >5.0.
ion for having higher sensitivity. However, in order to mimic
he physiological environment, pH 7.0 was still chosen in the
ollowing experiments.
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Fig. 6. DPVs of DA at GNP/Ch/GCE in the presence of 5 �mol L−1 UA in
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H 7.0 PBS. DA concentrations (from 1 to 10): 0.5, 1, 2, 3, 5, 7, 10, 15, 20
nd 25 �mol L−1. Inset is the linear relationship between peak currents and the
oncentration of DA.

.4. Analytical application for simultaneous determination
f DA and UA

In order to improve the sensitivity for the simultaneous deter-
ination of DA and UA, DPV has been adopted to record anodic

eak current on the GNP/Ch/GCE. The electro-oxidation pro-
esses of DA and UA in the mixture have been investigated
hen the concentration of one species changed, whereas the
ther is kept constant. Fig. 6 gives the DPV recordings at vari-
us DA concentrations at the GNP/Ch/GCE in the presence of
�M UA. From Fig. 6, it could be seen that the location of the
eak current for UA was almost constant during the oxidation of
A. The peak current of DA (ip,DA) was linear to the concentra-

ion (CDA) in the range 0.2–80 �M with a linear function ip,DA
�A) = 0.4319 + 1.741CDA (�M) (r = 0.9982), and the detection
imit was 0.12 �M.

Similarly as shown in Fig. 7, the voltammetric currents
orresponding to the oxidation of UA increased linearly with
he increase of UA concentrations while the peak current
f DA remained unchanged. The results showed that ip,UA
as proportional to concentration of UA in the range of
.2–100 �M. The linear regression equation was expressed
s: ip,UA (�A) = −0.8665 + 0.7360CUA (�M) (r = 0.9994). The
ower detection limit was 0.6 �M. It could also be noted

rom these results that the responses to DA and UA at the
NP/Ch/GCE were relatively independent.
Under the optimum conditions, using the DPV mode, the

elative standard deviation (R.S.D.) for eight successive deter-

s
i
u
s

able 1
etermination results of DA in injections (n = 5)

amples Labeled (mg mL−1) Found (mg mL−1) R.S.D (%)

10 10.08 2.2
10 9.81 3.1
10 10.11 1.8
.0 PBS. UA concentrations (from 1 to 13): 0, 2, 3, 4, 6, 8, 10, 18, 22, 26, 34,
2 and 50 �mol L−1. Inset is the linear relationship between peak currents and
he concentration of UA.

inations of 10 �M DA and 10 �M UA were 2.9 and 3.7%,
espectively, indicating the excellent reproducibility of the
resent system.

.5. Interference

As demonstrated above, such an intrinsic property of the
odified electrode could substantially differentiate DA, AA and
A. Therefore, the interference from AA can be neglected.
ther influences from common co-existing substances were

lso investigated. It was found that no significant interference
or the detection of 10 �M UA or DA was observed for these
ompounds: NaCl (500), CaCl2 (200), citric acid (1000), glu-
ose (200), tryptophan (100), cysteine (100) and tyrosine (200),
here the data in the brackets were the concentration ratios.

.6. Real samples analysis

In order to verify the performance and feasibility of the
ethod for analysis of DA in pharmaceutical product, the pro-

osed electrode was applied to the determination of DA in
opamine hydrochloride injection (standard concentration of
A 10 mg/mL, 2 mL per injection). The injection solution was
iluted to 100 mL with water. Twenty microliters of this diluted

olution or some amount of standard DA solution was injected
nto each of a series of 10 mL volume flasks and made up to vol-
me with 1/15 M PBS (pH 7.0). An aliquot of 2.0 mL of this test
olution was placed in an electrochemical cell for the determi-

Added (mg mL−1) Found (mg mL−1) Recovery (%)

2 12.04 98
2 11.75. 97
2 12.20 104
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Table 2
Determination of UA in urine samples (n = 5)

Urine
samples

Detected
(�M)

Added (�M) Found (�M) Recovery (%)

1 5.38 5 10.25 97.4

n
i
i
d

s
h
t
b
a
r
m
m

4

b
p
o
U
a
t
c
c
a
a
p
b
p
a

A

E
N
a

R

[
[
[

[

[

[
[
[
[
[

[
[
[

[
[
[

[26] L.P. Lu, X.Q. Lin, Anal. Sci. 20 (2004) 527.
2 5.94 5 11.18 104.8
3 5.77 5 10.90 102.6
4 5.62 5 10.44 96.4

ation of DA using above DPV method. The results were listed
n Table 1. The recovery and R.S.D. were acceptable, show-
ng that the proposed methods could be efficiently used for the
etermination of DA in commercial samples.

In addition, the utilization of the proposed electrode in real
amples was also investigated by direct analysis of UA in healthy
uman urine. In order to fit into the linear range of UA, all
he urine samples were diluted 500 times with PBS (pH 7.0)
efore the measurement. The proposed methods were performed
fter dilution. The standard addition method was used for testing
ecovery. Table 2 presented the results obtained for four parallel
easurements. The results were satisfied, indicating that this
ethod was reliable and reproducible.

. Conclusions

A novel nanoparticle thin film electrochemical sensor has
een developed by using GCE coated with Ch and GNPs. The
resent study demonstrated that the electrochemical sensor not
nly improved the electrochemical catalytic oxidation of DA,
A and AA, but also resolved the overlapping anodic DA, UA
nd AA peaks into three well-defined peaks in neutral solu-
ions, illustrating that the determination of DA and UA can be
onducted in the presence of large amounts of AA. The electro-
hemical sensor showed excellent selectivity, good sensitivity
nd high stability. Moreover, this proposed method has been
pplied to the determination of DA and UA in pharmaceutical

roduct and urine samples with satisfactory results. The relia-
ility and utilization of the electrochemical sensor offer a good
ossibility for applying the technique to routine analysis of DA
nd UA in clinical use.
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bstract

A novel procedure was developed for the determination of arsenite (As(III)), arsenate (As(V)), monomethylarsonic (MMA) and dimethylarsinic
cid (DMA) with ion chromatography–hydride generation-atomic fluorescence spectrometry (IC–HG-AFS) by employing a new gas–liquid separa-
or (GLS). The effective separation of the four arsenic species was achieved in about 12 min. With a sample loading volume of 20 �l, the measurable

inimum for As(III), DMA, MMA and As(V) were 0.02, 0.045, 0.043 and 0.166 ng, respectively, along with relative standard deviations of 1.1,

.1, 1.7 and 2.2% at the 100 �g l−1 level (n = 6) for As(III), DMA, MMA and As(V), respectively. The present procedure was applied for the
peciation of arsenic in underground water and in urine samples, and the sum of the four arsenic species by IC–HG-AFS was in good agreement
ith the total value by HG-AFS.
2007 Elsevier B.V. All rights reserved.
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. Introduction

Arsenic exists in both organic and inorganic forms in nature,
nd the differentiation of arsenic species has acquired great
mportance in recent years, since the toxicity of As differs dra-
atically with its forms. Inorganic arsenical compounds, such as

rsenite (As(III)) and arsenate (As(V)) are highly toxic [1]; the
ethylated organic arsenicals, specifically monomethylarsonic

MMA) and dimethylarsinic acid (DMA), are less toxic than
he inorganic forms; while other forms such as arsenobetaine
AsB) and arsenocholine (AsC) are generally considered non-
oxic [1,2]. Consequently, it is necessary to develop analytical
echniques not only capable of determining the total arsenic con-
entration, but distinguishing between arsenic species as well.
o attain this purpose, chromatography separation coupled to

tomic spectrometry is most frequently used.

As regard to the chromatography separation, the most
idely employed methods reported in the literatures are cation-

∗ Corresponding author. Tel.: +86 10 64377759; fax: +86 10 64379929.
E-mail address: ljx2117@mail.china.com (J. Liu).
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039-9140/$ – see front matter © 2007 Elsevier B.V. All rights reserved.
oi:10.1016/j.talanta.2007.04.026
rescence spectrometry; Gas–liquid separator

xchange [3,4], anion-exchange [5–9] and reversed-phase
hromatography [10,11] or combination of these techniques
12–14], among which the anion-exchange chromatography can
eparate inorganic and mono- and dimethylated species, which
ave an anionic character.

Inductively coupled plasma mass spectrometry (ICP-MS)
as been chosen by many authors as a chromatographic detec-
or system, because of the rapidity and very high sensitivity
f measurements [14–16]. However, both the cost of ICP-
S instrumentation as well as its maintenance are quite high

hat limits its’ applications for routine analysis. In recent
ears, hydride generation-atomic fluorescence spectrometry
HG-AFS) has been well developed as a hyphenated detec-
ion means with sensitivities comparable to those of ICP-MS
ased procedures [5–12,17–20]. While the cost for acquiring
he instrument and its maintenance is much more less than ICP-

S, HG-AFS involves the use of tetrahydroborate to convert
he hydride forming elements into hydride, which is separated

rom the reaction mixture by using a gas–liquid separator, fol-
owed by directing into the atomizer with carrier gas. In HG
ystem, the gas–liquid separator (GLS) had influence on sep-
ration effect of hydride gas, the background noise, and the
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nterference and so on [21–23]. In AFS, during gas–liquid
rocedure, the excessive moisture can be transported to the
tomizer or lodged in the transfer line, and would cause prob-
ems such as the loss of sensitivity and even a blockage of
he transfer line. In addition, water vapor carried by carrier
as cause quenching of fluorescence, Furthermore, in atomizer
ater vapor would generate •OH which may interference deter-
ination [24]. Therefore the capability for moisture removing

f gas–liquid separating system is important. A Nafion drying
ube or a second GLS is inserted between the primary GLS
nd the atomizer to dehydrate. Unfortunately, neither the expen-
ive 1-year-lived Nafion drying tube nor the complicated second
LS is proved to be good enough. The aim of this work is to
evelop a new GLS and find a simple yet effective method for
he analysis of As(III), DMA, MMA and As(V) by coupling an

nion-exchange chromatographic separation system with HG-
FS. For this purpose, the chromatographic parameters were
ptimized and the characteristics of the two GLS were evalu-
ted.

h
a

A

ig. 1. The schematic diagram of IC–HG-AFS operation system and different gas–li
B) GLS system 1. (C) Amplificatory diagram of M1. (D) Planform of M1. (E) GLS
3 (2007) 540–545 541

. Experimental

.1. Apparatus

The schematic diagram of the IC–HG-AFS operation
ystem is shown in Fig. 1(A). The IC separation was
chieved using an anion-exchange PRP-X100 analytical column
250 mm × 4.1 mm i.d., 10 �m) protected by a guard column
25 mm × 2.3 mm i.d., 12–20 �m) (Hamilton, Reno, NV). A
heodyne Model 7725i injection valve with a 20 �l sample loop

Rheodyne, Cotati, CA, USA) was used for the introduction of
he sample. The mobile phase was delivered by a Labtech P600
Labtech Inc.) pump. The LC effluent was delivered to a T-cross
nd mixed with HCl firstly and then reacted with KBH4. A peri-
taltic pump was used to introduce HCl and KBH4. The produced

ydrides were separated in a gas–liquid separator and carried by
rgon to the atomizer.

GLS system 1 and GLS system 2 were applied in IC–HG-
FS system. Fig. 1(B) was the diagram of GLS system 1. It was a

quid separators. (A) The schematic diagram of IC–HG-AFS operation system.
system 2. (F) GLS system 3.
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Table 1
Optimized experimental conditions for the IC–hydride generation-AFS system

IC
Column Hamilton PRP-X100 (250 mm × 4.1 mm i.d., 10 �m)
Mobile phase 15 mmol l−1 (NH4)2HPO4 (pH 6.0)
Flow rate 1.0 ml/min
Injection volume 20 �l

GLS system 1 GLS system 2

HG-AFS
KBH4 1.5% in 0.5% KOH, 6.0 ml/min
HCl 7%, 6.0 ml/min 7%, 6.0 ml/min
Mixture coil 1.5 m (Ø1.4mm) 0.25 m (Ø4.0 mm)
PMT voltage 270 V
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Hcl current 50 mA (primary)/50 mA (boosted)
Carrier gas Argon, 400 ml/min Argon, 300 ml/min

-type GLS, in which carrier gas was added from M1. Fig. 1(C)
as amplificatory diagram of M1. As shown in Fig. 1(C), M1
as a special three channel mixing module, through which the
ydrides and water vapor pass, and carrier gas was added along
angent direction, as shown in Fig. 1(D). The carrier gas inlet

ode would bring swirling action on the stream to remove water
apor.

As shown in Fig. 1(E), carrier gas was added in M2 in the
LS system 2. M2 was a three channel mixing module through
hich carrier gas and KBH4 were added simultaneously. GLS

ystem 3 combined with GLS system 2 and Nafion drying tube,
s shown in Fig. 1(F). The Nafion drying tube was equipped
etween GLS system 2 and AFS.

Determinations were performed by using an AFS-820 atomic
uorescence spectrophotometer (Beijing Titan Instruments Co.
td., Beijing, China). The excitation source used in the instru-
ent was a high intensity arsenic hollow cathode lamp (Beijing
esearch Institute of Nonferrous Metals) operated with a
rimary current of 50 mA with boosted current of 50 mA.

personal computer fitted with the modified software of
FS820 was required for the control of the instrument. Peak
eights were employed for evaluation. Details of the chro-
atographic and instrumental parameters are summarized in
able 1.

.2. Standards and reagents

All reagents were at least of analytical reagent grade, and
eionized water was used throughout. Arsenite stock solu-
ion (1 mg ml−1 as As) was purchased from National Standard
ubstance Center in China. Aqueous standard stock solution
f arsenate, MMA and DMA were prepared by dissolving
ppropriate amounts of disodium hydrogen arsenate, disodium
ethyl arsenate (Sigma–Aldrich Chemical Company, USA) and

acodylic acid (Acros, USA) in deionized water. Working solu-
ions were prepared daily by step-wise dilution of the stock

olutions.

LC mobile phases were prepared using (NH4)2HPO4 and
he corresponding pHs were adjusted by using 4% formic acid.
ll these solutions were filtered through a 0.45 �m membrane

t
w
o
a

3 (2007) 540–545

lter prior to use. Potassium tetrahydroborate (KBH4) solutions
ere prepared daily by dissolving KBH4 in 0.5% potassium
ydroxide (KOH).

.3. Sample preparation

.3.1. The determination of total arsenic
After water samples were filtered through a 0.45 �m mem-

rane, an aliquot of 10 ml of each sample was added into a
0-ml flask, followed by adding 10 ml of a mixed solution of
hiourea and ascorbic acid where both components were at 50 g/l,
nd filled to mark with water. Total arsenic was determined by
G-AFS after 30 min.
To urine samples, 10 ml of each of the samples was added

o a 50-ml Erlenmeyer flask. Eight milliliters of nitric acid and
ml perchloric acid and 2 ml sulphuric acid were added. The
0-ml Erlenmeyer flasks were heated on hot plate until the
esidual solutions were only 2 ml. Then the residual solutions
ere cooled down and were diluted to with a little deionized
ater, followed by adding 5 ml thiourea and ascorbic acid (50 g/l,

espectively), and filled to mark with water. Total arsenic was
etermined by HG-AFS after 30 min.

.3.2. Arsenic speciation
Before injection into the loop of the IC valve, water samples

ere filtered through a 0.45 �m membrane and further pretreat-
ent procedures were not required. For urine samples, firstly,
ml portion was poured into a 5 ml centrifuge tube, then ultra-

onicated for 15 min and centrifuged at 12,000 rpm for 10 min.
econdly, the supernatant was filtered through a 0.45 �m mem-
rane and the sample was diluted from two to five times with
eionized water before analysis.

The sample solution was injected into the LC system, with the
obile phases pumped at a flow of 1 ml min−1. Separation was

chieved at pH 6.0 with a 15 mmol l−1 (NH4)2HPO4. Arsenic
pecies in the samples were identified by matching the retention
ime of the samples with those of spiked standards. The eluate
as mixed with HCl at a T-cross, then reacted with KBH4 to
enerate hydrides. After that, the hydrides were separated from
he solution in a gas–liquid separator and carried by an argon
ow to the AFS detector.

. Results and discussion

.1. Optimization of the chromatographic parameters

Because As(III), DMA, MMA and As(V) can exist in
nionic form in water, the isocratic chromatographic sepa-
ation for the four arsenic species was carried out on an
nion-exchange column (Hamilton PRP X-100) using phos-
hate buffer as mobile phase. In order to optimize the separation
onditions, the influence of the concentration and pHs of
NH4)2HPO4 in the mobile phase on the separation were inves-

igated. The effect of phosphate buffer on the retention time
as studied by varying its concentration within the range
f 9–18 mmol l−1. In ion-exchange chromatographic systems,
n increase of the buffer concentration in the eluent results
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Fig. 2. The effect of pH on the separation of arsenic species.

Fig. 3. Typical chromatogram of a standard solution, in which the concentrations
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Table 3
Dew points of different GLS system

GLS system 1 GLS system 2 GLS system 3a

Partial pressure of
water (mmHg)

6.4 16.2 4.0
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f all arsenic species were 100 �g l−1, analytical conditions were given in Table 1
ith GLS system 1.

n a decrease in retention time. Though low mobile phase
oncentration produced well-separated peaks, the last-eluting
pecies, As(V), showed peak broadening due to the long reten-
ion time. Thus it is preferable to use 15 mmol l−1 phosphate
s mobile phase. As shown in Fig. 2, the peaks of DMA
nd MMA overlapped at pH 6.5. There was no overlap of
eaks at pH 6. Therefore, this was selected for further exper-
ments.

Under these conditions, a good separation of arsenic species
as obtained in about 12 min. The retention times were

.5, 3.7, 5.1 and 10.9 min for As(III), DMA, MMA and
s(V), respectively. A typical chromatogram indicating the

eparation of As(III), DMA, MMA and As(V) is shown in
ig. 3.

s
G
o
F

able 2
omparison of the IC–HG (GLS system 1)-AFS and IC–HG (GLS system 2)-AFS

IC–HG (GLS system 1)-AFS

As(III) DMA MMA

ensitivitya 16.14 6.86 7.26
easurable minimumb (ng) 0.020 0.045 0.043
.S.D.c (%) (n = 6) 1.1 1.1 1.7

a Sensitivity, expressed as the ratio of peak height to concentration.
b Measurable minimum, calculated as 3HNcv/H ; HN = baseline noise; c = concentra
oncentration; v = injection volume.
c Relative standard deviation at 100 ng/ml (n = 6).
ew point (◦C) 4.8 18.7 -2.0

a Inner gas flow to outer dry gas flow for Nafion drying tube was about 1:2.

.2. Optimization of the GLS system

GLS system 1 and GLS system 2 were applied in IC–HG-
FS system. As shown in Fig. 1, carrier gas was added in M2

n the GLS system 2; in the GLS system 1, carrier gas was
dded through M1 to quickly draw out and mix evenly with
he hydrides generated in GLS. To obtain the maximum sen-
itivity, the influences of various parameters were investigated
sing standard mixture of arsenic species independently for the
wo GLS systems on the optimum chromatographic conditions.
he optimized conditions for both GLS systems were summa-

ized in Table 1. In Table 2, several obtained parameters were
valuated to compare the performance using the two GLS sys-
ems: Sensitivities were expressed as peak height; measurable

inimums were calculated as indicated in the notes. Relative
tandard deviation was calculated after six consecutive injec-
ions of the same standard solution. Results in Table 2 showed
hat measurable minimums as low as 0.02–0.17 ng for arsenic
pecies were obtained with IC–HG (GLS system 1)-AFS, which
as two to four times lower than that of IC–HG (GLS system
)-AFS. A better relative standard deviation was gained with
C–HG (GLS system 1)-AFS compared to IC–HG (GLS system
)-AFS. The high signal to noise ratio of IC–HG (GLS system
)-AFS are attributed to several factors, such as the improvement
f the gas–liquid separation efficiency, carrier gas inlet mode,
artial dryness of the hydrides by the carrier gas and a decrease
f water vapor introduced to the detector. This was consistent
o the reports of Fang [25] and Chen et al. [26]. They pointed
ut that the proper carrier gas inlet mode would improve the
ensitivity and stability of the system.

Furthermore, in order to evaluate the efficiency of dryness of
LS system 1, dew points of different GLS systems were mea-
ured and the intensity of As(III) determinated with the three
LS systems separately was evaluated in the simulative fashion
f continuous HG-AFS. The results were shown in Table 3 and
ig. 4. It was indicated that the dew point gained with GLS sys-

IC–HG (GLS system 2)-AFS

As(V) As(III) DMA MMA As(V)

1.94 7.81 2.77 3.28 1.10
0.17 0.068 0.19 0.16 0.49
2.2 3.7 1.5 2.1 4.3

tion of arsenic species; H = peak height of arsenic species in the corresponding
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Fig. 4. Intensity with different GLS systems. (A) GLS system 2; (B) GLS system
3 (the inner gas flow to outer dry gas flow of Nafion drying tube was about 1:2.);
(C) GLS system 1.
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Table 4
Species and total of arsenic in underground water samples (concentration in
ng/ml as As)

Water
sample

As(III) DMA MMA As(V) Total by
IC–HG-AFS

Total by
HG-AFS

W1 n.d.a n.d. n.d. n.d. n.d. 2.1
W2 7 n.d. n.d. n.d. 7 9.9
W3 19 n.d. n.d. n.d. 19 22.4
W4 29 n.d. n.d. 12 41 44.2
W5 n.d. n.d. n.d. n.d. n.d. 2.1
W6 n.d. n.d. n.d. n.d. n.d. 2.5
W7 24 n.d. n.d. 17 41 46.0

a n.d.: not detected.

Table 5
Species and total of arsenic in urine samples (concentration in ng/ml as As)

Urine
sample

As(III) DMA MMA As(V) Total by
IC–HG-AFS

Total by
HG-AFS

U1 7 36 5 n.d. 48 52.6
U2 3 24 6 n.d. 33 36.5
U3 9 32 9 n.d. 50 52.1
U
U
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w
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Fig. 5. The chromatogram of arsenic species in water sample W7.

em 1 was much lower than that with GLS system 2, but close
o that with GLS system3. Fig. 4 indicated that the intensity
cquired with GLS system 2 was the lowest. There was little
ifference between the intensity gained with GLS system 1 and
LS system 3. It showed that simultaneous gas–liquid sepa-

ation and partial dryness was only achieved by GLS system 1.
his was perhaps attributed to the fashion that the carrier gas was
dded along tangent direction in M1 in the GLS system 1. In the
arrier gas inlet mode, although there were visible liquid drops
ound in the underside of M1, they were not found in the upper
f M1, which meant that the water vapor had been entrapped
ith hydride gas by carrier gas into the M1, but were condensed
nd separated from the hydride gas by rotational flow cooling
ffect. Liquid drops which were cooled from water vapor flowed
nto the GLS. Considering the high cost of Nafion drying tube,
t was preferable to use GLS system 1 alone in our IC–HG-

d
w
s
u

Fig. 6. The chromatogram of arsenic species in urine sample U
4 12 96 22 n.d. 130 130.0
5 n.d. 39 5 8 52 55.9

FS system. Therefore, GLS system 1 was used in further
xperiments.

.3. Analysis of samples

The four arsenic species in some underground water sam-
les in Henan province in China were determined under the
bove optimal conditions. Since there were few certified val-
es of species and total available, we also determined the total
rsenic by HG-AFS after pre-reduction by a mixed solution of
hiourea and ascorbic acid where both components were at 10 g/l.
he results listed in Table 4 indicated that arsenic species in the
ater samples were mainly As(III) and As(V). But no As species
ere detected in some water samples. The chromatogram of

rsenic species in water sample W7, which contained As(III) and
s(V), was shown in Fig. 5. Table 5 shows DMA was the pre-

ominant species in most urine samples, but As(III) and MMA
ere found in most of them. As(V) was found in U5 of the urine

amples. Fig. 6 shows the chromatogram of arsenic species in
rine sample U4. When it was diluted five times with deion-

4: (a) diluted to five times and (b) diluted to two times.
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zed water prior to analysis, As(III) and DMA and MMA were
ell separated in Fig. 6(a). But in Fig. 6(b), DMA and MMA
ere overlapped partially when the sample was only diluted two

imes with deionized water. Because there were some salts in
rine samples, which resulted that the retention time of arsenic
pecies in urine samples were shortened, moreover, DMA and

MA would be overlapped partially when urine samples were
njected without diluting with water. Diluted multiples depended
n the concentrations and separation of arsenic species in urine
amples. In general, urine samples were diluted from two to five
imes with deionized water to be made good separation between
rsenic species and to be determined quantitatively. Therefore to
void interferences of salts, it was preferable that the urine sam-
les were diluted from two to five times with deionized water
rior to analysis.

For water samples and urine samples, the sum of the four
rsenic species by IC–HG (GLS system 1)-AFS was in good
greement with the total value by HG-AFS.

. Conclusion

A new gas–liquid separator system in which simultaneous
as–liquid separation and partial dryness can be achieved was
sed in IC–HG-AFS. It was special in carrier gas inlet mode
hich can improve the sensitivity and stability for analysis of

rsenic species. It needs no other complicated apparatus, such as
ygroscopic membrane or second GLS. Measurable minimum
20 �l injected) for As(III), DMA, MMA and As(V) is 0.02,
.045, 0.043 and 0.166 ng, respectively. To water samples and
rine samples, the sum of the four arsenic species by IC–HG-
FS was in good agreement with the total value by HG-AFS.
his simple and robust system is very suitable for the detection
f arsenic species.
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bstract

In this paper, differential-pulse voltammetry (DPV) was applied to study the effects of aluminum (Al(III)) on the lactate dehydrogenase (LDH)

ctivity, KNADH
m and νmax in the enzyme promoting catalytic reaction of “Pyruvate + NADH + H+LDH

� Lactate + NAD+” by monitoring DPV
eduction current of NAD+. The changes of Al’s influence on the LDH activities caused by the concentration of LDH, pH, temperature as well
s Al speciation including Al hydroxide (Al-OH), Al fluoride (Al-F) and organically complexing Al (Al-Org) compounds have been investigated.

he results showed that the effects of Al on the LDH activity exhibited two kinds of behaviors under different conditions, i.e. inhibitory effects
r slightly increased LDH activity at low concentrations and inhibited at high concentrations. To analyze the values of KNADH

m and νmax of LDH
eaction system in the absence and presence of 0.04 mmol/L Al(III), it was found that the types of the inhibition of Al(III) varied with experimental
onditions. The comparisons of effects of Al(III) with Pb(II), Cd(II) and Cr(III) on the LDH activities were also inspected.

2007 Elsevier B.V. All rights reserved.
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. Introduction

Aluminum (Al), the most abundant metal and the third most
bundant element in the earth’s crust, has been proposed as an
mportant factor that may contribute to several diseases, such
s dialysis encephalopathy, Alzheimer’ disease, Parkinson’s
isease, osteomalacia and anemia [1–5]. In recent years, con-
iderable researches have demonstrated that Al(III) can interact
ith biological systems and interfere with biological functions,

.g. alter the cell membrane stability by interacting directly with
he membrane phospholipids to modify the blood–brain barrier
6–9] and change some enzymatic activities in key metabolic
athways, central nervous system and antioxidant enzyme sys-

ems [10–16]. It is recognized that the metal’s speciation can
ave an important influence on its toxicity, fate and behavior
17]. Al occurs as many different species with varying toxicity

∗ Corresponding author. Tel.: +86 25 83594255/86205840;
ax: +86 25 83317761.

E-mail address: Bisp@nju.edu.cn (S. Bi).

e
t

039-9140/$ – see front matter © 2007 Elsevier B.V. All rights reserved.
oi:10.1016/j.talanta.2007.04.025
owards organisms in natural waters. Generally, the inorganic
onomeric forms of Al(III) are thought to be the most toxic

pecies [18–20], whereas Al fluoride complexes (Al-F) may
itigate toxicity and organically complexing Al (Al-Org) are

on-toxic [21]. Furthermore, some recent studies have shown
hat polymeric forms of soluble Al(III) were significantly more
oxic than monomeric forms [20]. Previous investigations had
evealed that the species of Al that were in the dominant were
howed to vary with pH, temperature, ionic strength and ligands
19,22]. Therefore, it is important to study the impact of various
nvironmental factors on the Al(III)’s toxicity.

Lactate dehydrogenase (LDH) is one of the most important
nzymes in the biological systems. Employing NADH as co-
nzyme, LDH catalyzed the reversible reaction of conversion
he NADH and pyruvate to NAD+ and lactate.
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The activity of LDH has been considered as a biomarker
nd used in clinical analysis, pollution monitoring and impair-
ent assessing after pollution exposure [23,24]. In recent years,

he effects of the metal ions on LDH reaction processes have
eceived much attention. According to the previous researches,
n(II) and Ca(II) did not affect LDH activity whereas Mn(II)
xerted inhibitory effect and Mg (II) slightly increased LDH
ctivity. At low concentrations, Cu(II) slightly stimulated LDH
ctivity, but showed inhibitory effects in high concentrations
25]. Similarly, rare earth ions (La(III), Ce(III), Eu(III), Dy(III)
nd Yb(III)) showed a minor activation effects on LDH when
heir concentrations were less than 3 �mol/L, but indicated some
trong inhibitory effects on LDH activity when concentrations
ere above 5 �mol/L [26,27].
Due to large molecular weight, it is quite difficult to inves-

igate the alteration of enzymatic properties and structure when
n the presence of metal ions. Compared to the other analyt-
cal methods, the electrochemical technique offers a number
f remarkable advantages, e.g. rapidity, high sensitivity, cheap
nstrumentation and a simple operation procedure. It could sat-
sfy many requirements to analyze different biological systems
nd be widely applied. In this article, based on our previous
orks [28–30], we reported the effects of Al(III) on the LDH

ctivities under different conditions. Moreover, the influences of
b(II), Cd(II) and Cr(III) on the LDH activities were also inves-

igated. This study may help to understand not only the effects
f Al(III) on enzyme reaction processes but also the impacts of
onditions on the actions of Al(III).

. Experimental

.1. Materials and instrumentation

A three-electrode system was used, which consisted of
hanging mercury drop electrode (Jiangsu Electroanalytical

nstrument Factory), a platinum foil counter electrode, and
saturated calomel reference electrode. All electrochemical

xperiments were performed with a CHI660B electrochemi-
al system (CH Instruments Inc., Shanghai, China). The DPV
arameters were: scan rate 20 mV/s, pulse amplitude = 50 mV,
ulse width = 50 ms.

Most chemicals were obtained from Shanghai Chemical
eagent Factory and used as received unless otherwise noted.
ll chemicals were of analytical reagent grades. Bovine heart

actate dehydrogenase was obtained from Sigma Co. (St. Louis,
O, USA) which was diluted 100 times when used. �-
AD+ and NADH (purity 90%) were purchased from Shanghai
io Life Science & Technology Co., Ltd. (China). Pyruvic
cid (Pyr, 98.50%) was of biological-reagent grade, purchased
rom Shanghai Chemical Reagent Factory. Al stock solution
0.01 mol/L) was prepared by dissolving super-purity Al pow-
er (99.99%) in concentrated HCl solution and was diluted
o the proper volume. The pH of Al stock solution was

nder 2, which could prevent the hydrolysis of the metal
on. The 0.01 mol/L Tris–HCl buffer solutions with different
H were prepared as the description in handbook. The sup-
orting electrolyte is KCl (0.15 mol/L). All dilute solutions

t
r
e
s

(2007) 529–533

ere prepared by diluting this solution with double-distilled
ater.

.2. Procedures

.2.1. Effects of Al(III) on lactate dehydrogenase activity in
DH reaction system

Twenty-five millilitres of Tris–HCl buffer solution was trans-
erred into the electrolytic cell. The solution was degassed
or 10 min by bubbling of nitrogen gas through it and kept
n the ambient of nitrogen as well as at a constant temper-
ture all through the experiment. After injecting LDH, the
olution was stirred for 5 min (with or without Al(III)). Then
yr (0.8 mmol/L) and NADH (0.2mmol/L) were added. The
eduction currents of NAD+ (ip,NAD+ ) and Pyr (ip, Pyr) were
ecorded in DPV mode at regular time intervals. The effects
f other metal ions were determined following the preceding
rocedures.

.2.2. Determination of michaelis constant Km and
aximum velocity νmax for NADH
Twenty-five millilitres of Tris–HCl buffer solution was

reated as Section 2.2.1. After injecting LDH, the solution was
tirred for 5 min (with or without 0.04 mmol/L Al(III)). Then
dded Pyr (0.8 mmol/L) and NADH (the concentration was var-
ed). The reduction currents of NAD+ (ip,NAD+ ) were recorded in
PV mode. Km and νmax for NADH were calculated by using the

ormula: 1/ν = Km/(νmaxCNADH) + (1/νmax). The model of com-
etitive inhibition means the substrate and inhibitor compete
or the free enzyme. The model of non-competitive inhibition
eans the inhibitor not bound at the substrate-binding site and
ay complex both the free enzyme and enzyme–substrate com-

lex. The model of uncompetitive inhibition means the inhibitor
ay combine only with the enzyme–substrate complex. Mixed

nhibition type: If the intersection of Lineweaver-Burk plots lies
n the upper x axis and left y axis, the inhibition contain both
ompetitive and non-competitive character. The intersection of
ineweaver-Burk plots lies in the lower x axis and left y axis,

he inhibition contains both non-competitive and uncompetitive
haracter [31].

. Results and discussion

.1. The DPV response of LDH enzyme reaction system

In the LDH, NADH, Pyr system, only the substrates Pyr
nd NAD+ yield electrochemical responses at hanging mer-
ury drop electrode [32,33]. Without the addition of NADH,
nly the substrate Pyr produces the electrochemical response
eak, whose potential is −1.38 V (versus SCE, pH 7.5). When
ADH is added, the peak current of NAD+ whose potential is
0.89 V (versus SCE, pH 7.5) is increasing continually while

he peak current of Pyr is decreasing constantly along with the

ime (Fig. 1). The peak current of NAD+ is increasing until it
eaches at the platform after 18 min. Within the first 3 min of the
nzyme reaction progress, there were positive linear relation-
hips between the peak currents ip,NAD+ and the time. According
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Fig. 1. The DPV responses of LDH reaction system changed with time,
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Table 1
The effects of Al(III) on KNADH

m and νmax of LDH with different use level of
LDH (T = 25 ± 1 ◦C, pH 7.5)

Use level of LDH (�L)

20 30 40

CAl(III) = 0 mol/L
νmax (�mol/(L min)) 29.2 38.8 57.5
KNADH

m (�mol/L) 87.7 85.7 86.8

C = 4 × 10−5 mol/L

p
o
a
d

3
d

c
L
t
i
i
t
A
a
p
b
e
pH dependence of metal ions inhibition was similar to the results
= 25 ± 1 ◦C. 0.10 mol/L Tris–HCl buffer solution (pH 7.5) + 0.15 mol/L KCl,
.0 × 10−4 mol/L Pyr, 2.0 × 10−4 mol/L NADH and 30 �L LDH. a → l: t = 0,
, 3, 5, 7, 9, 11, 13, 18, 23, 28, 32 min.

o that, the initial velocity (ν0) is calculated and used to describe
he enzymatic activity.

.2. Effects of Al(III) on LDH activity

.2.1. Effects of Al(III) on LDH enzyme reaction system
ith different use level of LDH

Effects of Al(III) on LDH activity with different use level of
DH are shown in Fig. 2. It can be seen that at low concentra-

ions, Al(III) slightly stimulates LDH activity but inhibits the
ctivity at high concentrations while adding 20 and 30 �L LDH
n reaction system. Whereas, when adding 40 �L LDH, the influ-

nce of Al(III) on LDH activity only shows the inhibitory effect.
bviously, the levels of inhibition of LDH activity increase with

levating the concentration of LDH.

ig. 2. The effects of Al(III) on the LDH activity with different use level of
DH. CAl(III) = (0, 0.10, 0.40, 0.80, 1.2, 2.0, 4.0, 8.0, 12, 20) × 10−5 mol/L.
ther experimental conditions are the same as in Fig. 1.

o

o

F
0
m

Al(III)

νmax (�mol/(L min)) 25.4 28.8 31.5
KNADH

m (�mol/L) 161 107 99.1

In contrast to the values ofKNADH
m and νmax in the absence and

resence of 0.04 mmol/L Al(III) with different concentrations
f LDH (Table 1), it is noted that the inhibitory type of Al(III)
re all of a competitive–non-competitive mixed type [34] with
ifferent concentrations of LDH.

.2.2. Effects of Al(III) on LDH enzyme reaction system at
ifferent pH values

Fig. 3 indicates that the influences of Al(III) on LDH activity
hanged with the solution pH values. When pH is 7.5 and 8.5,
DH activities show a trend to increase at low Al(III) concen-

rations and decrease at higher ones. However, only the decline
n the activity of LDH is observed at pH 6.7. It is worth not-
ng that the levels of inhibition of LDH activity increase with
he decrease of pH, especially at pH 6.7, the inhibitory effect of
l(III) enhances greatly. This difference caused by pH is prob-

bly due to the fact that the dominant species of Al vary with
H. When pH descends, the cation species of Al increase and
ecome dominant [17,19,22]. These cation species have more
ffective interaction with the ionization enzyme at low pH. This
bserved in previous research [35].
The values of KNADH

m and νmax in the absence and presence
f 0.04 mmol/L Al(III) at different pH are given in Table 2,

ig. 3. The effects of Al(III) on the LDH activity at different pH. CAl(III) = (0,
.10, 0.40, 0.80, 1.2, 2.0, 4.0, 8.0, 12, 20) × 10−5 mol/L Al(III). Other experi-
ental conditions are the same as in Fig. 1.
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Table 2
The effects of Al(III) on KNADH

m and νmax of LDH at different pH (30 �L LDH,
T = 25 ± 1 ◦C)

pH

6.7 7.5 8.5

CAl(III) = 0 mol/L
νmax (�mol/(L min)) 37 38.8 37.7
KNADH

m (�mol/L) 129 85.7 94.3

CAl(III) = 4 × 10−5 mol/L
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Table 3
The effects of Al(III) on KNADH

m and νmax of LDH at different temperatures
(30 �L LDH, pH 7.5)

Temperature (◦C)

15 25 37

CAl(III) = 0 mol/L
νmax (�mol/(L min)) 33.8 38.8 221
KNADH

m (�mol/L) 75.6 85.7 500

C = 4 × 10−5 mol/L

a
3

3

a
s
t
n
v
w
r
A
a
c
O
c

3
C

νmax (�mol/(L min)) 12.9 28.8 30.1
KNADH

m (�mol/L) 86.6 107 77.1

ndicating that the inhibitions caused by Al(III) are all of mixed
ype [34]. However, it is a competitive–non-competitive mixed
ype at pH 7.5 and a non-competitive–uncompetitive mixed type
t pH 6.7 and 8.5 [34], respectively.

.2.3. Effects of Al(III) on LDH enzyme reaction system at
ifferent temperatures

As shown in Fig. 4, temperature also plays an important role
n the effects of Al(III) on LDH activity. The influences of Al(III)
n the LDH activity exhibit two kinds of behaviors at different
emperatures, i.e. only show inhibitory effect at 15 and 37 ◦C
nd slightly increase LDH activity at low concentrations and
nhibits at high concentrations at 25 ◦C. The levels of inhibition
f LDH almost do not change from 15 to 25 ◦C, but at a higher
emperature, it increases rapidly. The reason for this probably
s that the high temperature not only makes the reaction rate
f enzyme reaction increase but also enhances the interaction
etween Al(III) and LDH. Moreover, it is widely accepted that
nzyme is unstable at high temperature, which may promote the
l(III) to affect LDH.

NADH
The values of Km and νmax in the absence and presence
f 0.04 mmol/L Al(III) at different temperature are displayed in
able 3. The types of the inhibition of Al(III) vary with temper-
ture: a competitive–non-competitive mixed type [32] at 25 ◦C

ig. 4. The effects of Al(III) on the LDH activity at different temperature.

Al(III) = (0, 0.10, 0.40, 0.80, 1.2, 2.0, 4.0, 8.0, 12, 20) × 10−5 mol/L. Other
xperimental conditions are the same as in Fig. 1.

P
t
a

F
2
a

Al(III)

νmax (�mol/(L min)) 22.1 28.8 64.5
KNADH

m (�mol/L) 70.5 107 207

nd a non-competitive–uncompetitive mixed type [34] at 15 and
7 ◦C.

.2.4. Effects of Al speciation on LDH activities
Speciation is important because not all chemical forms of Al

re equally toxic. In our researches, the effects of different Al
peciation on molecular level are carried out. Fig. 5 shows that
he Al-fluoride complexes and Al-citrate complexes almost have
o effects on LDH activities (the citrate and F− have weak acti-
ate effects on the activity of LDH under the same condition),
hereas Al-OH complexes have much more influences. This

esult was similar to conclusions coming out from the effects of
l speciation on animals, plants, methanotroph and cell mech-

nisms [22,36,37]. Those reports shown that Al-F and Al-Org
omplexes may greatly reduce the Al’s toxicity whereas the Al-
H complexes induce the most damaging influences and have

hangeful toxicity.

.3. Comparison of effects of Al(III) with Pb(II), Cd(II) and
r(III) on the LDH activities
The alteration of the LDH activities with the addition of
b(II), Cd(II) and Cr(III) are also inspected. Fig. 6 indicates

hat the Pb(II) and Cd(II) have weak inhibitory effects on LDH
ctivities, while Cr(III) can activate the activity of LDH when

ig. 5. The effects of Al species on LDH activities. C = (0, 0.10, 0.40, 0.80,1.2,
.0, 4.0, 8.0, 12, 20) × 10−5 mol/L. Other experimental conditions are the same
s in Fig. 1.
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ig. 6. The effects of four metal ions (Al(III), Pb(II), Cd(II) and Cr(III)) on the
DH activities. Cmetal ions = (0, 0.10, 0.40, 0.80, 1.2, 2.0, 4.0, 8.0) × 10−5 mol/L.
ther experimental conditions are the same as in Fig. 1.

he concentrations are under 40 �mol/L and then restrain when
oncentrations are over 40 �mol/L. Under the same condition,
l(III) has stronger influence on the LDH activity than Pb(II),
d(II) and Cr(III). The mechanism for the different influence
n the LDH caused by those metal ions might be due to the
istinct chemical property of each metal ion, which may make
hem have varying binding sites on the enzyme and dissimilar
nteract with enzyme [35,36].
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bstract

A composite nano-ZnO/TiO2 film as photocatalyst was fabricated with vacuum vaporized and sol–gel methods. The nano-ZnO/TiO2 film
mproved the separate efficiency of the charge and extended the range of spectrum, which showed a higher efficiency of photocatalytic than the
ure nano-TiO2 and nano-ZnO film. The photocatalytic mechanism of nano-ZnO/TiO2 film was discussed, too. A new method for determination
f low chemical oxidation demand (COD) value in ground water based on nano-ZnO/TiO2 film using the photocatalytic oxidation technology was
ounded. This method was originated from the direct determination of the Mn(VII) concentration change resulting from photocatalytic oxidation

f organic compounds on the nano-ZnO/TiO2 film, and the COD values were calculated from the absorbance of Mn(VII). Under the optimal
peration conditions, the detection limit of 0.1 mg l−1, COD values with the linear range of 0.3–10.0 mg l−1 were achieved. The results were in
ood agreement with those from the conventional COD methods.

2007 Elsevier B.V. All rights reserved.

2 film

f
f
n
l
t

t
a
r
s
f
m
f
c
d
w

eywords: Chemical oxygen demand; Photocatalytic oxidation; Nano-ZnO/TiO

. Introduction

Over past few decades, there have been significant advances
n the development of photocatalyst based on the immobiliza-
ion of the metal oxide semiconductor thin film [1–4]. TiO2,
ecause of its excellent chemical and photochemical stability,
on-toxic, and capable of photooxidative destruction of most
rganic pollutants [5–7], has a wide range of technologically
elevant applications such as gas sensors, photo and thermal
atalysis, photoelectrocatalysis [8–10]. Unfortunately, the low
egradation efficiency of nano-TiO2 film limited the application
f the TiO2 as photocatalyst because of the easily recombina-
ion of photogenerated electrons and holes. It is an available
ay of the composite of nano-semiconductor to improve the
hotocatalytic efficiency [11–15].

The composite nano-semiconductor promoted the separate

fficiency of photogenerated charge and extended the range
f excite spectrum, which improved the photocatalytic effi-
iency. In this work, the nano-TiO2 film and nano-ZnO film

∗ Corresponding author. Tel.: +86 21 62232627; fax: +86 21 62232627.
E-mail address: ltjin@chem.ecnu.edu.cn (L. Jin).
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; KMnO4

ormed a new composite nanofilm, nano-ZnO/TiO2 film, which
abricated with vacuum vaporized and sol–gel methods. The
ano-ZnO/TiO2 film as photocatalyst degraded the organic pol-
ution in water would show higher photocatalytic efficiency than
he efficiency of pure nano-ZnO film and nano-TiO2 film.

Chemical oxygen demand (COD) is one of the most impor-
ant parameters and has been widely employed for water quality
ssessment. Because the degradation of organic compounds
equires oxygen, the quantity that they are present in a water
ample can be estimated by the amount of oxygen necessary
or their oxidation [16–21]. Thus, COD was preferred for esti-
ating organic pollution of water. The conventional method

or COD determination was based on a measure of the oxygen
onsumed in the oxidation of organic compounds by strong oxi-
izing agents such as dichromate or permanganate [22]. Despite
idely spread application, the traditional method had several
rawbacks: 2 h degradation process under high pressure and
emperature, requirement of expensive (Ag2SO4), highly corro-
ive (H2SO4), and toxic (HgSO4 and Cr2O7

2−). Consequently,

he secondary pollution is unavoidable when the conventional

ethod is employed. In addition, the conventional method with
he sensitivity of approximately 10 mg l−1, which has large
rror when determining the low COD values, not suitable for
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he determination of the tap water, spring water and reservoir
ater.
Many articles have reported that the photocatalytic technol-

gy have been applied to detect the COD value, while because
f the above mentioned reason of easily recombination of pho-
ogenerated electrons and holes caused the low photocatalytic
fficiency [23–27]. So, the composite nano-ZnO/TiO2 was fab-
icated to improve the photocatalytic efficiency. Furthermore,
he immobilization of ZnO/TiO2 film is more convenient than
he suspension of the nanoparticles.

In this paper, we attempt to introduce Mn(VII) into ZnO/TiO2
hotocatalytic system as an electron scavenger, thus, a new COD
easurement method using a nano-ZnO/TiO2–Mn(VII) coex-

sted system is proposed. The measurement principle is based
n the direct determination of concentration change of Mn(VII)
uring photocatalytic oxidation of organic compounds in ground
ater.

. Experimental

.1. Reagents

Titanium isopropoxide (Shandong Qilu Plasticizers Co. Ltd.,
hina) was used to prepare the sol–gel for TiO2 film prepara-

ion. Pure Zn powder (Shanghai Chemical Reagent Company)
as used to prepare the Zn film. d-Glucose (analytical reagent,
orLin Chemicals Co., China) was used as a standard com-
ound to study the photocatalytic characteristics of the sensor.
ll other chemicals were of analytical reagent grade (Shang-
ai Chemical Reagent Company) without further purification.
oubly distilled deionized water was used for all solution.
OH and H2SO4 were used to adjust pH value of the reaction

olution. All real samples used for this study were collected
rom river and tap water, in Shanghai, China. All samples
ere preserved according to the guideline of the conventional
ethod. The same sample was subject to the analysis by both

he conventional permanganate COD method and this proposed
ethod.

.2. Preparation of nano-ZnO/TiO2 film photocatalyst

The quartz tube (height: 6 cm, inner radius: 2.5 cm) was
horoughly cleaned in hot sulfuric acid overnight, and then it
as ultrasonicated thoroughly with acetone, finally rinsed with
istilled water and dried under ambient conditions. A thin sym-
etrical film of zinc was vaporized in the high vacuum film

lating table (Shanghai Electron Optical Technology Institute,
odel: DM 220) and was covered on the inner and outer surface

f quartz tube. The nano-ZnO film was fabricated that the quartz
ube with a film of zinc calcined at 500 ◦C for 1 h in a muffle
urnace.

The TiO2 sol was prepared according to the method described
y Takahashi et al. [28], where Ti(i-OC3H7)4 was first diluted

ith absolute ethanol, nitric acid and ethanol were mixed

ogether and used as the acidic catalyst for hydrolysis of
i(i-OC3H7)4. The acidic solution was added dropwise to the
i(i-OC3H7)4-ethanol solution, then the solution was stirred

t
o
n
o

ig. 1. Schematic diagram of the photocatalytic reactor. 1: quartz tube with
ano-ZnO/TiO2 film, 2: UV lamp, 3: magnetic stirrer, 4: stirrer.

or 30 min at 0 ◦C. The final compositions of coating solu-
ion was Ti(i-OC3H7)4:H2O:C2H5OH:HNO3 = 1:1:10:0.2. The
iO2 film was prepared by dip-coating of the quartz tube coved
ith ZnO film support into the TiO2 sol and aged for ca. 5 min.
he film was calcined at 500 ◦C for 1 h at muffle furnace, and

he composite nano-ZnO/TiO2 film was prepared.

.3. Device

A bath reactor system was used to perform the photocatalytic
eaction. As shown in Fig. 1, a quartz tube with nano-ZnO/TiO2
lm was placed at the center of the reactor. The reaction mix-

ure inside the reactor was maintained by means of a magnetic
tirrer. A UV irradiator with an 11 W lamp (Shanghai Jinguang
amps Factory) at the center of the quartz tube was used as the
V source and the reactor was equipped with a water jacket to
aintain constant temperature.
The absorbance change caused by a decrease in potassium

ermanganate (KMnO4) concentration was measured by a UV
pectrophotometric detector (Varian Corp., Model Cary 50) and
perated at 525 nm, and the initial concentration of Mn(VII)
ith 5 × 10−4 mol l−1 was selected.

.4. Experimental procedure

The sample solution and KMnO4 solution were added to
he reactor. The reactor was water-jacket to maintain con-
tant temperature and magnetic stirring was used throughout
he experiment. The pH value of the solution was maintained
t a desired level with KOH and H2SO4 and monitored by

Kyoto AT-400 autotitrator. The total volume of reaction
ystem was maintained at 40 ml for each experiment. When

he UV lamp was turned on (λmax = 253.7 nm), photocatalytic
xidation of the organic compounds began to occur, accompa-
ying an decrease of Mn(VII) concentration. The absorbance
f Mn(VII) was determined at 525 nm with a UV spec-
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: (a) TiO2 film, (b) ZnO film, (c) ZnO/TiO2 film.
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Fig. 3. X-ray diffraction patterns of nano-ZnO/TiO2 film. (a) TiO2 film; (b) ZnO
film; (c) ZnO/TiO2 film.
Fig. 2. SEM images of nano-ZnO/TiO2 film

rophotometric detector. All measurements were repeated three
imes.

For preparing a COD calibration, different volume of glu-
ose was stepwise added to the reactor and the corresponding
bsorbance of Mn(VII) was determined. Then, the COD cali-
ration graph of the absorbance of Mn(VII) versus COD was
btained.

. Results and discussion

.1. Characteristics of nano-ZnO/TiO2 film

.1.1. Morphology of ZnO/TiO2 film
The morphology of ZnO/TiO2 film was characterized using

canning electron microscopy (SEM, JEOL FE-SEM JSM-
700F) with an accelerating voltage of 20 KV. Fig. 2a–c were
he SEM images of nano-TiO2 film, nano-ZnO film and nano-
nO/TiO2 film, respectively. We can see more nanoparticles
ppeared in the ZnO/TiO2 film, and the average nanoparticles
iameter of nano-ZnO/TiO2 was 30 nm. The surface area of
ano-ZnO/TiO2 film was obvious larger than that of nano-ZnO
lm and nano-TiO2 film.

.1.2. XRD analysis
The crystallinity of ZnO/TiO2 film was determined by X-ray

iffraction (XRD) using a diffractometer with Cu K� radiation
Model, D/max 2550 V). Fig. 3 was the XRD profiles of the
iO2 film, ZnO film and ZnO/TiO2 film prepared in this work,
espectively. As shown in figure, the anatase phase was dominant
orresponding to 25.3◦, there was no rutile or any other phase
n Fig. 3. The ZnO was main appeared with hexagonal crystal
ystem.

.1.3. UV–vis analysis
Light absorption properties were measured using a UV–vis

pectrophotometer (Varian Corp., Model Cary 50) with a wave-
ength range of 200–600 nm. As shown in Fig. 4, the UV–vis
dsorption spectrum indicated the maximum adsorption wave-
engths of TiO2 film, ZnO film and ZnO/TiO2 film were 280, 360
nd 380 nm, respectively. The significant red-shift with lower
and energy of ZnO/TiO2 film comparing with the ZnO film

nd TiO2 film may be owing to the differences in the surface
tate. The ZnO/TiO2 film need lower energy to be excited than
he ZnO film and TiO2 film, which improve the using efficiency
f irradiation energy.

Fig. 4. UV–vis spectra of (a) nano-TiO2 film, (b) nano-ZnO film, (c) nano-
ZnO/TiO2 film.
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becomes too great, the ZnO as an amphoteric metal oxide can-
not exist, and the homogeneous catalysis reaction where organic
26 Z. Zhang et al. / Tal

.2. Photocatalytic mechanism of nano-ZnO/TiO2

hotocatalyst

The composite of nano-semiconductor is an alternative way
o improve the photocatalytic efficiency. In essentially, the com-
osite of nano-semiconductor is looked as the modification of
ne particle to another particle. The ZnO/TiO2 film excited by
hotons with energy higher than the gap energy (Eg), a great
umber of electrons are promoted from valence band (VB) to
he conduction band (CB) of ZnO and TiO2, leading to the gener-
tion of electron/hole (e−/h+) pairs. The electrons transfer from
he CB of TiO2 to the CB of ZnO, and conversely, the holes
ransfer from the VB of ZnO to the VB of TiO2 give rise to
ecrease the pairs’ recombination rate [29]. The charge transport
n the ZnO/TiO2 film is no doubt a key step for further increas-
ng the photocatalytic efficiency. Though the ZnO possesses an
nergy band similar to that of TiO2, it still plays an important role
n electron transport. The flatband potential (Vfb) is positively
hifted by 0.12 V after the ZnO modified the TiO2 film [30].
bviously, the energy level for electron injection is decreased

fter TiO2 film cover the surface of ZnO film, which increases
he driving force for electron injection and hence reduce recom-
ination between electrons and holes. On the other hand, ZnO
an increase concentration of free electrons in the CB of TiO2,
his result implies that the charge recombination is reduced in
he process of electron transport. All above of results increase
he availability of the pairs on the surface of the photocatalyst
nd consequently an improvement of the occurrence of redox
rocesses can be expected.

Fig. 5 demonstrated the oxidative ability of the different
hotocatalysts. Under the settled conditions, glucose oxidation
fficiency of the no photocatalyst just UV irradiation, ZnO film,
iO2 film and ZnO/TiO2 film were studied, respectively. From
ig. 5, the ZnO/TiO2 film was shown a higher oxidation effi-
iency of glucose than that of pure ZnO film and TiO2 film.
herefore, it can be concluded that the nano-ZnO/TiO2 film can
argely enhance the photcatalytic efficiency of degradation the
rganic compounds, and thus, the determination time is short-
ned and the sensitivity is increased.

ig. 5. Glucose oxidation efficiency (E) with different photocatalysts. Condi-
ions: pH, 5.6; Mn(VII), 5 × 10−4 mol l−1; T, 50 ◦C; COD, 5 mg l−1.
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.3. Optimization of operation conditions

.3.1. Selection of the electron scavenger and its initial
oncentration

Suitable oxidizing agent should be selected as the electron
cavenger to prevent the recombination of the photogenerated
lectrons and holes. In this work, potassium permanganate
as chose as a suitable candidate and appeared to have a
reat promise. According to the redox potential of Mn(VII),
θ = 1.33 V, Mn(VII) was strong enough as an oxidizing agent.
herefore, it was faster for the nano-ZnO/TiO2–KMnO4 syner-
ic system to degrade the organic compounds, which only take
0 min for photocatalytic oxidization.

The effect of the initial concentration of Mn(VII) on the pho-
ocatalytic determination of COD by the UV–ZnO/TiO2 process
as studied. The results were shown in Fig. 6. The absorbance of
n(VII) increases with the increasing concentration of Mn(VII)

p to, the increase seemed to change more slowly for higher
n(VII) concentration. So 5 × 10−4 mol l−1 was selected as the

nitial concentration of Mn(VII).

.3.2. Selection of pH value
The effect of pH on the photocatalytic oxidation of organic

ompounds using nano-ZnO/TiO2 film as photocatalyst was
nvestigated and the results have been shown in Fig. 7. The
bsorbance of Mn(VII) increases with decreasing pH at a fixed
OD value of 5 mg l−1, which shows that the photocatalytic
xidation of organic compounds increases with the lowering of
he pH value. The point of zero charge (PZC) of ZnO and TiO2
re about 6–9 and 5.8–6.3 [31–33], respectively, so, at pH < 6,
he surface is electropositive, which favors the adsorption of

n(VII) anions. Hence, the oxidation rate of organic compounds
ncreases with decreasing pH. But if the acidity of solution
ompounds are directly oxidized by KMnO4 will become evi-
ent. Consequently, pH 5.6 was selected for further experiments.

ig. 6. Effect of initial of Mn(VII) concentration on the absorbance. Conditions:
H, 5.6; T, 50 ◦C; t, 20 min; COD, 5 mg l−1.
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Fig. 7. Effect of the value of pH on the photocatalytic oxidation reaction. Con-
ditions: Mn(VII), 5 × 10−4 mol l−1; T, 50 ◦C; t, 20 min; COD, 5 mg l−1.
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3.6. Determination of real samples

T
C

S

S
S
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ig. 8. Effect of temperature on absorbance. Conditions: pH, 5.6; Mn(VII),
× 10−4 mol l−1; t, 20 min; COD, 5 mg l−1.

.3.3. Selection of temperature
The effect of temperature on the photocatalytic determination

f COD was studied and the results have been shown in Fig. 8.
he absorbance of Mn(VII) increased with increasing temper-
ture in the range of 30–70 ◦C. Because of the increase of the
ollision frequency between ZnO/TiO2 film and the substrates,

he oxidative rate increase with increasing temperature. When
he temperature exceeded 50 ◦C, the absorbance was increased
lowly, and the reproducibility was decreased under very high a

able 1
omparison between the permanganate index method and the proposed method for C

ample COD determined by
this method/(mg l−1)

R.S.D. (%) n

ample 1 8.52 2.1
ample 2 1.43 3.0
ater of Huangpu River 6.75 3.2

ap water of Pudong 3.56 2.5
ap water of Puxi 2.12 3.4
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emperature due to the evaporation. Hence, 50 ◦C was selected
or further experiments.

.3.4. Influence of chloride
The most significant interference with the determination of

OD is duo to chlorides, since the mercury (II) sulfate and/or
ilver sulfate is added to avoid the determination error. Here,
he inference from chloride was investigated under the optimum
peration conditions using the standard solution (5 mg l−1 COD)
ontaining chloride levels between 0 and 1000 mg l−1. It is found
hat up to 1000 mg l−1 Cl− does not show any influence on the
esults without the need for the addition of mercury (II) sulfate
nd silver sulfate, when Mn(VII) is used as an oxidant.

.4. Reproducibility and stability of the nano-ZnO/TiO2 film

It is desirable for the photocatalyst to have good reproducibil-
ty and stability. The reproducibility of the nano-ZnO/TiO2
lm to 5.26 mg l−1 (CODMn) of d-Glucose solution was stud-

ed using repeated determination (n = 10), and evaluated by the
elative standard deviation of absorbance changes. This gave a
elative standard derivation of 2.81%, indicating that the photo-
atalyst has a good reproducibility. The stability, that is the life
f the composite film on the determination of the glucose solu-
ion (CODMn 5.26 mg l−1) was also investigated during a period
f 15 days. The absorbance change of the film to 15 samples did
ot show any apparent change with a relative standard deviation
f 2.35%. Between measurements, the electrodes were stored in
eionized water at room temperature.

.5. Calibration graphs for COD and the limit of detection

Calibration graph of COD was produced by using glucose at
arious concentrations. Under the optimum experimental con-
itions described above, the calibration graph of the absorbance
f Mn(VII) versus the concentration of the standard solu-
ion was linear in the range of 0.25–10.0 mg l−1. The linear
egression equations and correlation coefficient were A = 0.0318
OD + 0.3046 and 0.9979. According to IUPAC, the limit of
etection (LOD) was determined from three times the standard
eviation of the blank signal (3σ, n = 10) as 0.1 mg l−1.
Real samples taken from various types of groundwater were
nalyzed by the proposed method. The real sample can be diluted

OD determination

= 10 COD determined by
Permanganate index/(mg l−1)

R.S.D. (%) n = 10

8.47 1.6
1.54 2.2
6.87 3.6
3.69 4.7
2.23 3.8
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efore determination, if the COD value of the real sample is over
0 mg l−1. The compared result for five groundwater samples
btained by the proposed method and those obtained by the con-
entional method (permanganate index method) [22] were given
n Table 1 and the correlation was satisfactory. The regression
quation and correlation coefficient were y = 1.0173x − 0.1627
nd r = 0.999 (n = 10), respectively, where y and x denoted the
esults obtained using the proposed method and the conven-
ional method, respectively. The comparison indicated that the
wo methods were agreed very well.

. Conclusions

A simple and rapid analytical method for the evaluation of low
OD has been proposed, based on composite nano-ZnO/TiO2
lm photocatalytic oxidation organic compounds in water. The
omposite nano-ZnO/TiO2 film as photocatalyst was fabricated
ith vacuum vaporized and sol–gel methods, and the character-

stic of the nano-ZnO/TiO2 film was performed with SEM, XRD
nd UV–vis adsorption spectrum. The photocatalytic mecha-
ism of nano-ZnO/TiO2 film was discussed, which seemed that
he ZnO in the nano-ZnO/TiO2 film played an important role in
he electrons transport, enhanced the separation of the photogen-
rated electrons and the holes, which improved the photocatatic
xidation efficiency to the organic compounds. The optimization
f operation conditions was studied. Under the mild condi-
ions, a good calibration graph for COD values between 0.3 and
0 mg l−1 was obtained. This method was sensitive, capable of
etecting as low as 0.1 mg l−1 COD. When using this method
o determine the real samples, it displayed some advantages,
uch as short analysis time, simplicity, and no requirement of
xpensive and toxic reagents. Additionally, results obtained by
he method were in good agreement with the values obtained by
he conventional method. Thus, it showed a promising prospect
or determining the low COD values of the ground waters.
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